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Abstract

Since the early seventies numerous papers appeared in which the authors considered the
question “For which Banach spaces X and Y is the space K(X,Y) of compact linear
operators uncomplemented in the space L(X,Y) of bounded linear operators?”. The
most general answer to this question has close connection with the question whether the
scalar sequence space ¢, of null sequences embeds isomorphically into K (X,Y). In one of
the early papers ([28] (1979)) J. Johnson followed a path through dual spaces of spaces of
operators when he proved that there is a projection on L(X, Y)* with range isomorphic to
K(X,Y)* and kernel the annihilator of K(X,Y) when Y has the bounded approximation
property. Johnson then applied his result to consider L(X,Y') as an isomorphic subspace
of K(X,Y)* and could then derive necessary and sufficient conditions for K (X,Y) to
be reflexive, provided that either X or Y has the bounded approximation property. It
turns out that the spaces X and Y have to be reflexive and that the property K (X,Y) =
L(X,Y) necessarily has to hold for K(X,Y’) to be reflexive in this case.

The questions described in the previous paragraph led to research into different directions.
Much work went into the study of K(X,Y) as a subspace of L(X,Y) and the question
when (i.e. for which Banach spaces) is the equality K(X,Y) = L(X,Y) true? For
instance an extensive investigation on when K (X,Y) is an M-ideal in L(X,Y’) was done.
And some researchers (for example in the papers [2] and [6]) considered the question on
the equality of K(X.Y) and L(X,Y') in the context of scalar sequence spaces and Banach
function spaces - i.e. where either X or both X and Y are such spaces. Also, especially
in recent papers (for example in [10], [22], [25], [26] and [27]), the same questions and the
question about projections from L(X,Y)* onto K(X,Y)* were considered in the setting
of Banach spaces which fail the approximation property. These studies also extended
to similar research activities in the setting of locally convex spaces (for example in the
papers [8], [19] and [20]).

The objective in the present thesis is to contribute to the above mentioned study, in the
following ways:

(a) In line with recent developments we want to show the existence of a suitable
projection onto the space A (X.Y)*, which will allow us to find necessary and sufficient
conditions for the reflexivity of K (X,Y) without relying on the presence of the bounded
approximation property on X or Y. The idea is to put recent work of others in connection
with continuous dual spaces of spaces of bounded linear operators in a suitable framework
and to improve the present known results and techniques.

(b)  Use techniques from the theory of vector sequence spaces to simplify proofs of
existing results in connection with the equality K (X,Y) = L(X,Y) when X is a Banach
scalar sequence space and then to extend the existing results to include more general
sequence spaces X.

(c) Exposing that recent studies in connection with “absolutely summing multipliers”
and “ sequences in the range of a vector measure” are intertwined, we intend to extend
the concept of “absolutely summing multiplier” to more general types of “summing mul-




tipliers” and to apply our work to consider properties of Banach space valued operators
on scalar sequence spaces.

What are our contributions in this thesis?

x  Firstly, we introduce an operator ideal approach which seems to provide a natural
setting in which to consider the existence of projections from L(X,Y)* onto K (X,Y)* and
derive necessary and sufficient conditions for the reflexivity of K(X,Y) in the absence
of the approximation property. Thus we simplify the proofs of existing results in the
literature and also generalise these results to such an extend that at least the well known
spaces without the approximation property are included.

%  Secondly, in line with modern trend to provide proofs for theorems about operators
on Banach spaces which do not rely on the approximation properties, we expand the
concept of conjugate ideal to introduce the operator dual space of spaces of bounded
linear operators. It turns out that the operator dual space is a handy tool to study
inclusion theorems for spaces of operators. Also, using operator dual techniques, we are
able to prove existing characterisations of continuous dual spaces of important classes of
operators without relying on the continuity of the trace functional with respect to the
nuclear norm — thus the proofs do not depend on the approximation property.

* Thirdly, we provide a direct and easy proof of a known result which provides necessary
and sufficient condition for all weak p-summable sequences in a Banach space to be norm
null. Our proof uses sequence space arguments only, thereby allowing us to extend the
proof to more general sequence spaces, including certain Orlicz sequence spaces. Applying
these results, together with some known characterisations of operators on sequence spaces
in terms of vector sequence spaces, we succeed on the one hand to provide easier proofs
for existing results about necessary and sufficient conditions for the equalities K (¢, X) =
L(¢, X) and K (cg, X) = L(cy, X) and on the other hand to obtain further improvements.

* An absolutely summing multiplier of a Banach space X is a scalar sequence (¢;) such
that (o;z;) is absolutely summable in X for all weakly absolutely summable sequences (z;)
in X. Recently there were several papers by Spanish mathematicians about sequences in
the range of a vector measure. We expose the fact that these concepts are intertwined and
thereby show that various results in one of the papers about sequences in the range of a
vector measure can easily be obtained, using the absolutely summing multiplier concept.
In the last chapter of the thesis we generalise the idea of absolutely summing multiplier
to that of p-summing multiplier, A- summing multiplier and even more general, (A, X)-
summing multiplier and use these concepts to obtain results about Banach space valued
bounded linear operators on A.

Keyterms: Compact linear operator, Banach space, sequence space, dual space,
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p-summing multiplier, range of an X-valued measure, sectional convergence, normed
operator ideal.
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Introduction

There is a long standing conjecture that the space K(X,Y) of compact linear operators
(on Banach spaces) either equals the space L(X,Y) of all bounded linear operators or
is uncomplemented in L(X,Y’). Since the early seventies this conjecture attracted many
Functional Analysts and also led to a study of the continuous dual spaces of the spaces
of compact and bounded linear operators — in particular, the question of the complemen-
tation of K(X,Y)* in L(X,Y)* received a lot of attention. A result by J. Johnson (in
1979) (cf. [28]) for Banach spaces with the approximation property more or less settled
the last question, although there was still some activity around this in the context of
locally convex spaces. Although many examples of Banach spaces which fail the approxi-
mation property — even among spaces with nice properties — became known after Enflo’s
example in 1973, the fact that the classical spaces have the approximation property made
Johnson’s result a “final” one. However, after Pisier’s paper in 1983 (cf. [38]) which in-
troduced counterexamples to a conjecture of Grothendieck in connection with the strong
and weak norms on tensor products of Banach spaces, a new interest in the study of
operators on Banach spaces without the approximtion property was evoked.

J. Johnson proved in [28] that if Y is a Banach space having the bounded approximation
property then the annihilator K(X,Y)* in the (continuous) dual space L(X,Y)* (of the
space of bounded linear operators from the Banach space X into Y) is the kernel of a
projection p on L(X.Y)*. Here K(X,Y) denotes the space of compact linear operators
T : X — Y. The range space of the projection p is isomorphic to the dual space
K(X,Y)*. K. John's observation in [25] that the same statement is true in case of any
separable Pisier space X = P and its dual Y = P* - they are both spaces which do not
have the approximation property - motivated his more general results in [27] where it is
for instance proved that Johnson’s result holds for couples of Banach spaces X, Y such
that each T : X — Y factors through a Banach space Z, its dual Z* being a separable
Banach space which has the bounded approximation property. Moreover, a substantially
generalised version of the result is proved there.

Following Kalton [29] we denote by w’ the dual weak operator topology on L(X,Y’) which
is defined by the linear functionals

T iy e**(T*f*)7 f* 6 Y*’e** E X**.

Although the weak topology of L(X,Y) is in general stronger than w’, it is shown by
Kalton in [29] that w'-compact subsets of K(X,Y) are weakly compact. In particular, it
1s important to notice that

Property (K). If (T,,) C K(X,Y) is a w'- convergent sequence which converges to a
T € K(X,Y), then T,, — T in the weak topology of L(X,Y).

Using Property (K) and some fundamental properties of complete normed spaces, K.
John recently proved (in [27]) that if for each T € L(X,Y") there exists a sequence (7,) C
K(X,Y) such that T, — T in the dual weak operator topology, then the annihilator
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K(X,Y)! in L(X,Y)* is the kernel of a projection.on L(X,Y)*. The conditions of this
theorem are for instance satisfied if each T € L(X,Y") factors through a Banach space
(depending on T') which has a separable dual with the approximation property. For
example, each T € L(P, P*) factors through a Hilbert space. It should be noted that
John’s theorem provides information on spaces which are excluded by the conditions
(bounded approximation property) in Johnson’s result, but it does not provide a strict
generalisation of that result. In Chapter 1 we set out to find an operator ideal approach
to John’s results; in this way we are not only able to state his results in a (in our view)
more proper setting, but also to prove extended versions of the same. Also, extended
versions of results by Kalton and J. Johnson about reflexivity of the space K(X,Y) of
compact operators are proved by means of our appraoch. Our results in Chapter 1 are
contributions in the recent and present research activities around the problem of finding
proofs for results in operator theory which do not depend on the approximation property
of the underlying spaces.

In the paper [15], the author (JH Fourie) considers generalisations of John’s results in the
setting of locally convex spaces. In order to follow a similar (to John’s work) approach in
the general context, the author in [15] had to consider a generalisation of Kalton’s result
on the weak convergence of w'-convergent sequences of compact operators in the setting
of operators on locally convex spaces (cf. Theorem 1.3.5). Then the proof of the final
result about the existence of projections on dual spaces (cf. Proposition 1.3.6) depends
on difficult arguments which involve the application of the Riesz representation theorem
(for C(K)-spaces) and the Lebesgue Dominated Convergence Theorem. We consider an
alternative approach which results in both simplification and extension of Fourie’s result
and its proof (cf. Theorem 1.3.9 and Theorem 1.3.10). The results of this chapter will
appear in the manuscript [4], which is now in preparation.

Our study of the continuous dual spaces of spaces of bounded linear operators, leads
us to the question: “When can the continuous dual space of a (quasi-) normed space of
bounded linear operators be characterised as another space of bounded linear operators?”
There are of course many examples of such characterisations of dual spaces of classical
spaces of bounded linear operators on Banach spaces with suitable properties. Mostly,
the proofs of these characterisations depend on the continuity of the trace functional
(tr) with respect to the nuclear norm — thus asking for the presence of the (bounded)
approximation property on the underlying Banach spaces or their dual spaces. In Chapter
2 we consider possible answers to this question, by extending the known concept of
“conjugate ideal” of a quasi-normed operator ideal to the concept of “operator dual space”
of a topological space (A(X,Y), u) of bounded linear operators on Banach spaces. We
restrict our discussion to spaces .A(X,Y’) which are either components of quasi-normed
operator ideals (with quasi norm u) or which contain the space F(X,Y) of bounded
linear operators of finite rank. An operator T' € L(Y, X) belongs to the operator dual
space of A(X,Y) if the linear functional F(X,Y) ~ tr(ST) is u-continuous. In Theorem
2.1.2 and Theorem 2.1.3 we prove general conditions so that the operator dual space will
be isomorphic to either a subspace of the dual space or to the dual space itself. We also
discuss some examples of operator dual spaces of important Banach ideals of operators.
In particular, we try to indicate how a study of dual spaces of spaces of bounded linear
operators in the context of the operator dual space, normally do not depend on the



approximation property of the underlying Banach spaces. In fact, in some instances
we are also able to arrive at known characterisations of the continuous dual spaces of
certain well known spaces of bounded linear operators, without having to rely on the
presence of the approximation property on the given Banach spaces - as is the case for
the known characterisations in the literature. In the last section of Chapter 2 we restrict
our discussion to operator spaces (A(X,Y),u) which are continuously embedded into
L(X,Y) with the uniform operator norm. It is then showed how the operator dual space
can be used to find inclusion theorems for spaces of bounded linear operators.

In Chapter 3 we continue our study of compact operators, but in this case for compact
operators whose domains are scalar sequence spaces. Our work in this chapter makes
extensive use of the characterisations of compact operators on sequence spaces in terms
of vector sequence spaces which appeared in [13], [16], [17] and [18] (refer to Chapter 0).
Therefore, we have to consider some results about vector sequence spaces first. Most of
the material of Chapter 3 can also be found in the joint paper [3]. Thoerem 3.0.1 is in a
sense the main result of the chapter. This result, which gives a necessary and sufficient
condition for each weakly p-summable sequence in a Banach space to be norm null, is
well known in the literature. Its proof can for instance be found in the book [8] on tensor
products. However, we discuss a much simplified proof which does not depend on deep
results as in the case of the existing proof. In fact, our proof leads to extension of the
result to include necessary and sufficient conditions for weakly A-summable sequences
(A more general scalar sequence spaces than #7) to be norm null. These results are then
used to prove necessary and sufficent conditions for all bounded linear operators from A

into a Banach space X to be compact. In this way we improve on results in the papers
[2] and [6].

In the paper [14], Fourie introduced the concept of absolutely summing multiplier of a
Banach space F as follows: A sequence (§;) € w is called an absolutely summing multiplier
of E if (&;x;) is absolutely summable in E whenever (z;) is weakly absolutely summable
in E; hence, in the notation of Chapter 0, (§z;) € £;(E) for all (z;) € £L(F). The
perfect scalar sequence space of all absolutely summing multipliers of F is denoted by
m(E). It is a vector subspace of £ such that ! C m(E) and is normed in an obvious
way. Using the well known Dvoretzky-Rogers Theorem, it is easily verified (c¢f. Theorem
4.1.3) that m(E) C £ if E is infinite dimensional. It is interesting to note that for an
infinite dimensional Banach space E, m(E) = 2 if and only if E has the well known
Orlicz property (cf. Theorem 4.1.5). For instance, all Hilbert spaces have this property.
We discuss (in Chapter 4) the absolutely summing multiplier spaces of the Banach spaces
¢? and L. In a recent paper (cf. [32]) Marchena and Pifieiro introduced the space Ax of
all scalar sequences (c;) such that for each null sequence (z;) in X, the sequence (o;x;)
lies in the range of a vector measure. Although the authors of the paper [32] do not
mention the space m(X), it follows from their main result that m(X*) = Ax for any
Banach space X. Because of this connection, it is possible to derive several results in the
paper [32] from our results in section 4.1 - and in fact, mostly the proofs of our results
are straightforward. On the other hand, one easily verifies from the proof of m(X*) = Ax
(the result is differently stated in [32]) given by the authors in [32], that (a;) € m(X*) if



and only if the operator

o

Zaief Rx;: €1 — X

i=1
is nuclear for all norm null sequences (z;) in X. Benefiting from their arguments in the
proof of m(X*) = Ax, we prove (using some duality arguments) that m(X) = m(X™).
In doing so we also show that (¢;) € m(X) if and only if

o0
Zaie’{@)x;‘ = X

=1
is nuclear for all norm null sequences (z}) in X*.

In Chapter 5 we extend the notion of absolutely summing multiplier to “general families
of summing multipliers”. We consider (in §5.1) the scalar sequence space m,(X) of p-
summing multipliers of the Banach space X. An inclusion theorem, m,(X) C my(X) if
1< p<gq<oo,isproved and for 1 < p < oo, % + % =1 it is proved that (o;) € m,y(X*)
if and only if

P — X (ﬁz) = Zﬁzalxz
=1

is integral for all sequences (z;) € £2(X). It is also shown that m,(X) = m,(X™*) — this
follows after the proof of an important result (Lemma 5.1.7) in which it is demonstrated
that the adjoint P* of the operator

P:K(,X) = B(X):> € @zy > (anTs)

maps £4(X*) into N (X, £9). In §5.2 the results of the previous section are extended to the
case where /7 is replaced by a BK sequence space with the AK property. Finally, we find
some conditions for the sequence space of (A, X)-summing multipliers of a Banach space
to have the AK property. It turns out that the equality L(A, X) = K (A, X) for reflexive
spaces A and X implies the AK property on ms 5)(X). Hence we see the connection
with the work in Chapter 3. The results of Chapter 4 and Chapter 5 will appear in a

joint paper (cf. [5]), which is in preparation.



Chapter O

Notation and basic facts

0.1 About sequence spaces

Let E, F be Banach spaces. L(E, F) denotes the space of all bounded linear operators
between F and F, whereas K (F, F) denotes the space of all compact linear operators
between E and F'. The closed unit ball in E will be denoted Bg. Sequences in E will be
denoted (z;), (y;) etc. Let

(z;)(€£n) = (z1,%2,...2,,0,0,...)
2 n) = (00050 By Enitssea)

Let w denote the vector space (with respect to coordinate wise addition and scalar multi-
plication) of all (scalar) sequences of complex numbers. A vector space A whose elements
are sequences (a;) of numbers (real or complex), is called a sequence space. A is said to
be normal if whenever it contains (), it also contains all sequences (8,) with |G,] < |an|
for all n € N. To each sequence space A we assign another sequence space A*, its Kothe-
dual. A* is defined to be the set of all sequences (3,) for which the scalar products
S o L anfBn converge absolutely for all (o) € A.

A* = {(an) Ew: Z lanBn| < 00, V(6n) € A} ]

n=1

A sequence space A is said to be perfect if A** = A. A is said to be symmetric if
(a;) € A if and only if (ax(;)) € A for all permutations 7 of the positive integers.

A Banach sequence space A is said to be a BK-space if each coordinate projection
mapping (a,) — «; is continuous.

Let e, = (0in)i, with §;, = 1 if i = n and 6;,, = 0 if ¢ # n. A normed sequence space is
said to have the AK-property if all its elements can be approximated by their sections.
That is, if each element (3;) in the sequence space satisfies (5;) = lim, . (5;)(< n),

where (,Bz)(S TL) = Z?:l ﬂiei.
A BK-space A has the AK-property if and only if {e, : n = 1,2,...} is a Schauder basis
for A if and only if lim,_, ||(1:)(> n))|]a = 0. If A is a normal BK-space with AK,
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then {e, : n = 1,2,...} is an unconditional basis for A, called the standard coordinate
basis or the unit vector basis of A. In this case a standard argument shows that A*
is algebraically isomorphic to the continuous dual space A* with respect to the obvious
duality. We call A a DAK space if both A and A* have the AK property.

If not otherwise stated, all scalar sequence spaces A # ¢ will throughout be assumed to
be normal BK-spaces with the AK-property.

The following standard sequence spaces will be referred to:

w, the vector space (with respect to coordinate wise vector operations) of all (com-
plex and real) scalar sequences;

¢ C w, the space of all sequences with only finite number of non-zero terms;
/>, the space of all bounded sequences;
Co, the space of all zero sequences;

1 < p < o0, the space of all absolutely p-summable sequences.

The vector sequence space As(E) := {(x;) C E : (||z:]|) € A} is a complete normed space
with respect to the norm

mA((z:)) = [|([|z:]]) | a-

We put 7a((z;)) = 7p((z;)) when A = P, the Banach space of p-absolutely summable
scalar sequences (with 1 < p < 00).

The vector sequence space Ay (E) := {(z;) C E : ({(a,z;)) € A, Ya € E*} is a complete
normed space with respect to the norm

(@) = H’il”lgl |({@, z:))]|a-

We put €, = e when A = /7, (with 1 < p < 0).

The vector sequence space

Bl B) = {(x3) € Aol )il )imen mdim doyy - - 525, 0,.:. )}

n—oo

= {(zi) € Ap(E) : ea((z:)(= n)) = 0if n — oo}

is a closed subspace of A,(E). On A.(E) we will consider the induced subspace norm,
inherited from A, (E).

It follows from Proposition 2 in the paper [20], that the continuous dual space A (E)*
can be identified with the vector space of all sequences (z}) in E* such that
Yoo Kzi, zt)| < oo for all (z;) € Ay (E).




It is proved in [13] that (z;) € AX(F) if and only if Y .o, A\;z; converges in E for every
(A\;) € A and that

enx((@:)) = sup | YAl

()‘i)eBA =1

Moreover, the following characterisations of E-valued operators on A can also be found
in [13] and in the paper [18]:

Theorem 0.1.1 Consider a Banach space E.

a) Let A be a Banach sequence space with the AK -property. Then A (E) is isometrically

isomorphic to L(A, E). The isometry is given by (zn) — T\s,), where T(5,)((&)) = D &z
=1

b) Let A be a Banach sequence space with the AK -property such that A* has AK. Then
AX(E) is isometrically isomorphic to K (A, E). This isometry is given by (z5) — T(z,),

where T,y ((&)) = {2‘151171

0.2 About operator ideals

Definition 0.2.1 An ideal of operators on the family of all Banach spaces is an assign-
ment A which associates with each pair (X,Y) of Banach spaces a subset A(X,Y) of
L(X,Y) such that the following are satisfied:

(i) a®@y € AX,Y) forallae X* forally €Y, wherea®y: X - Y :z — (z,a)y.
(i) If 51,8, € A(X,Y) then S; + S5 € A(X,Y).
(1) If T € L(X, Xy), S € A(Xo,Y0), R€ L(Yo,Y), then RoSoT € A(X,Y).

We note also that T € A(X,Y) if T € A(X,Y) and a € K because of property (iii) in
the definition. Thus A(X,Y’) is a subspace of L(X,Y).

There is an equivalent definition by Pietsch [34].

Definition 0.2.1" (cf Pietch [34], pp 45) Let L denote the class of all operators between
arbitrary Banach spaces. An operator ideal U is a subclass of L such that the components

UE,F):=UNL(E,F)
satisfy the following conditions:
(OIy) Ik € U, where K denotes the 1-dimensional Banach space.
(OI,) It follows from Sy,S2 € U(E, F) that S1+ S2 €e U(E, F).
(OL) IfT € L(Ey,E), S € U(E,F), and R € L(F, F,), then RST € U(Ey, Fp).



Definition 0.2.2 Let A be an operator ideal. Let o be an assignment which associates
with each S belonging to some component A(X,Y) of A a non-negative real number o(S).
We call a an ideal-quasi norm if for arbitrary Banach spaces X, Xo,Y, Yy, the following
are satisfied:

(i) a(a®y) = [lalllyll VaeX*, VyeY.

(11) There exists a constant k > 1 such that k is independent of the choices of Banach
spaces X,Y such that a(S; + S2) < k[a(S1) + a(Ss)] for all S1,S; € A(X,Y).

(iti) a(Ro S oT) < |R||a(S)|T| for all R € L(Y,,Y), T € L(X, X,), S € A(Xo, Yo).

The couple (A, «) is called a quasi-normed ideal of operators. It is easy to check that each
of the components A(X,Y) becomes a metrizable Hausdorff topological vector space. If
each component is complete, then the quasi-normed ideal is called a complete metrizable
operator ideal. Although one sometimes meets topological ideals which do not admit a
reasonable ideal quasi-norm, we assume throughout that the ideal topologies are defined
by ideal quasi-norms. It is a well known fact that for any pair (X, Y") of Banach spaces and
every T € A(X,Y), we have ||T|| < o(T). This shows in particular that a non-trivial
A(X,Y) has non-trivial dual space A(X,Y)*. As a consequence of the closed graph
theorem we mention that if (A;, o;) and (As, o) are complete metrizable operator ideals
such that A; C Aj, then for every pair (X,Y’) of Banach spaces, the canonical injection
of 4;(X,Y) into A»(X,Y) is continuous.

If £ =1 in the above definition of an ideal quasi-norm, we speak of an ideal norm and
correspondingly, the couple (A, ) is called a normed ideal of operators. In this case the
components A(X,Y) are normed spaces. The ideal is called a Banach ideal if each of
these is complete.

The following well known examples of quasi-normed (some are normed) operator ideals
will be considered in this work:

x (L,||-|l), where T € L(X.Y) if and only if T' is a bounded linear operator and || - ||
is the usual uniform operator norm. Recall that a linear operator 7' : X — Y is called
bounded if there exists k > 0 such that ||Tz|| < k||z|| for all z € X and that

1T = sup{|ITz| : [|=]| < 1}.

x (K,||-||), where T € K(X.Y) if and only if T is a compact bounded linear operator
and || - || is the usual uniform operator norm. Recall that a linear operator 7 : X — Y
is called compact if T(By ) is relatively compact in Y.

x (F,||]]), where T € F(X.Y) if and only if T is a finite rank bounded linear operator
and || - || is the usual uniform operator norm. Recall that T € F(X,Y) if and only if T
has a representation of the form T = 22;1 a; ® x; where a; € X* and z; € Y. Hence
Tx =Y 7 a;(z)z;. Also, recall that the trace of T is the number

tr(T) = Zai(xi).
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x  (N,1), where T € N(X,Y) if and only if T is a nuclear operator, i.e. T has a
representation

Te= Z Az, =5y
7=1

where ()\;) € £}, (z}) is bounded in X* and (y;) is bounded in Y. Here"
W= infz |Ail,
a=1

where the infimum is extended over all such representations for which ||z}|] < 1 and
llyil] <1 for all 4.

% (Np,1p), where T' € N,(X,Y) if and only if T is a p-nuclear operator, i.e. T has a

representation
(o)

= z<x, Z; VU

i=1

where (z7) € £2(X*) and (y;) € ¢,(Y) and where ; + 1 = 1. Here
vp(T) = inf mp((2]) ) €q((%:)),

where the infimum is extended over all such representations of T.

x (Z1,11), where T € Z;(X,Y) if and only if T is an integral operator, i.e. if and only
there exists p > 0 such that

tr(TS) < pllSll, VS € F(Y, X).

The integral norm i;(7) equals the smallest of all numbers p > 0 admissible in these
inequalities.

% (Pp,mp), where T € Pp(X,Y) if and only if T is a p-absolutely summing operator, i.e.
if and only if (T'z;) € £(Y) for all (z;) € €£,(X). The p-summing norm 7,(T") of T equals
the operator norm of the bounded linear operator

(X)) = LY (z;) — (Tzy),

oo 1/p
mp(T) = sup{ (Z HvaiH”> Lep((2)) < 1}

% (Sp,0p), where T € §,(X,Y) if and only if T is a p-approximable operator, i.e. if and
only if (s,(T")) € ¢, where

$n(T) :=nf{||T - S||: S € F(X,Y),dim S(X) < n}
is the n-th approximation number of 7. Here

ap(T) := ||(sn(T))lp-



Theorem 0.2.3 (cf. Pietsch [34] 6.2.3, pp 91) Let U be a subclass of L with an R* -valued
function o such that the following conditions are satisfied:

(i) If X,Y are Banach spaces, then a @ y € U(X,Y) for all a € X*, y € Y and
a(a®y) = [lalllyl-

() If 51,52, - € U(X,Y) and Y o, a(S;) < oo. Then S = Y 2.5, = || - || -
lim, >0, S e U(X,Y). And o (30, Ss) < Doioq a(Sy).

(i) RST € U(X,Y) and a(RST) < ||R||a(S)||T|| whenever T € L(X,Xo), S €
U(Xo,Yo) and R € L(Yy,Y).

Then (U, @) is a complete normed operator ideal.

By a trace 7 defined on an operator ideal &/ we mean a function which assigns to every
operator T € U(X) and each Banach space X, a complex number 7(T) such that the
following conditions are satisfied:

(T1) 7(a®z) = (z,a) fora € X* and z € X.

(T2) ~( 7(TS) for T € U(X,Y) and S € L(Y, X).
(T3) 7(S+T)=7(S)+7(T) for S,T € U(X).

(T4) 7(A\T)=A7(T) for T € U(X) and X € C.

0
3
Il

On F there exists a unique trace, namely for each Banach space X and T € F(X) we
put '

n

FT) =T Z(mi,xf),

=1
where Tz =", (z,z)z; is any representation of 7.
A trace 7 defined on a quasi-Banach operator ideal (U, u) is said to be continuous if
the function T — 7(7') has this property on all components U(X). Then there exists a

constant ¢ > 1 such that
17(T)| < ew(T).

Although there does not exist any continuous trace on the Banach operator ideal (Z;, ;)
itself, it is a well known result by A. Pietsch that i/ C Z; for each quasi-Banach ideal I/
with a continuous trace. For more information on traces on operator ideals and examples
of operator ideals with continuous traces, we refer to the book of Pietsch (cf. [35]).

0.3 About vector measures

Definition 0.3.1 A function F' from a field ¥ of subsets of a set Q) to a Banach space X
is called a finitely additive vector measure if whenever Ey and Ey are disjoint members
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of ¥ then
F(E, U Ey) = F(E;) + F(Es).

If in addition
oo oo
F (U En> = i)
n=1 n=1

in the norm topology of X for all sequences (E,) of pairwise disjoint members of ¥ such
that ;e En € I, then F is termed a countably additive vector measure.

Definition 0.3.2 Let F : ¥ — X be a vector measure. The vartation of F' is the extended »
non-negative function |F| whose value on a set E € ¥ s given by

IFI(E) = sup 3" [|F(4)]

T Aer

where the supremum s taken over all partitions ™ of E into a finite number of pairwise
disjoint members of X. If the total variation of F i.e. tv(F) = |F|(Q) < oo, then F will
be called a measure of bounded variation.

Definition 0.3.3 The range of a vector-valued measure is defined to be the set of the

form
rg(F):={F(F): E €%}

where ¥ is a o-field of sets and F is a countably additive measure on X with values in an
appropriate Banach space X with dual X*.

We state the following facts:

Theorem 0.3.4 ([10] The Liapunoff convexity Theorem): The range of a nonatomic
vector measure with values in a finite dimensional space is compact and convex.

Theorem 0.3.5 ([10] Bartle, Dunford and Schwartz) The range of a vector-valued mea-
sure is always relatively weakly compact.

Theorem 0.3.6 ([10] Diestel and Seifert, Anantharaman) Any sequence in the range of
a vector-valued measure admits a subsequence with norm convergent arithmetic means.

The closed convex hull and closed absolutely convex hull of the range of a vector-valued
measure are each, themselves, the range of a vector-valued measure.

Theorem 0.3.7 ([9] Diestel & Uhl; Chap IX, I Kluvanek and G Knowles) A closed
convez set that is the range of a vector-valued measure has extreme points, denting points,
exposed points and strongly exposed points, similar to all weakly compact convex sets.
Howewver, any closed convex range of a vector-valued measure has extreme points, strongly
exposed points, similar to norm compact convez sets but not similar to all weakly compact
conver sets.
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Theorem 0.3.8 ([10] Diestel & Uhl, Kluvanek & Knowles) Any extreme point of the
closed convez hull of the range of a vector-valued measure lies inside the range of the
measure.

Theorem 0.3.9 ([1] Kluvanek & Knowles) The closed unit ball of an infinite dimensional
Banach space can be the range of a vector-valued measure.

Theorem 0.3.10 ([1] Anantharaman & Garg) The closed unit ball Bx of X is the range
of a measure iff X* (with the dual norm) is isometrically isomorphic to a reflezive sub-
space of L*(u) for some probability measure p.

The Pietch integral operators are defined as follows:

x T € PI(X,Y) if and only if there exists a Y-valued countably additive vector measure
G of bounded variation defined on the Borel (for the weak*-topology) sets of the closed
unit ball Bx~ of X* such that for each z € X we have

Pl /B +*(2)dG(z").

The space PI(X,Y) becomes a Banach space under the norm
1T llpins = inf{|G|(Bx-)}

where the infimum is taken over all measures G that satisfy the above definition.

12



Chapter 1

Spaces of compact operators and
their dual spaces

1.1 A summary of some existing results.

Recall the following definitions:

Definition 1.1.1 The weak-operator topology w on L(E, F) is defined by the linear
functionals T — f*(Te) for f* € F* and e € E.

The dual weak-operator topology w' on L(E, F) is defined by the linear functionals
T — e™*(T*f*) for e* € E* and f* € F*. Clearly w' > w.

Let Bg-» denote the unit ball of E** with the weak*-topology, o(E**, E*). Let Bp- be
the unit ball of F* with the weak*-topology, o(F*, F'). Then Bg« and Bp- are compact
Hausdorff topological spaces. For T' € L(E, F) we define ¢r a function on Bg« X Bp-
by ¥r(u,v) = u(T*v). For the following results we refer to Kalton [29].

Theorem 1.1.2 ([29], pp 268) T — 7 defines a linear isometry of K(E,F) onto a
closed linear subspace of C(Bgs= X Bpx).

Theorem 1.1.3 ([29], pp 268) Let A be a subset of K(E, F). Then A is weakly compact
if and only if A is w'-compact.

Theorem 1.1.4 ([29], pp 269) Let (T,,) be a sequence of compact operators such that
T, = T inw where T is compact. Then T, — T weakly and there is a sequence (S,) of
convez combinations of {T, :n=1,2,...} with |T — S,|| — 0.

Remark ([29], pp 269) A Banach space E is called a Grothendieck space if every weak*-
convergent sequence in E* converges weakly in E*. E is a Grothendieck space if and only
if for any Banach space F', if T,, — T in the weak-operator topology w on K (E, F'), then
T, — T weakly.

We recall the following well known definition.
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Definition 1.1.5 ([34], pp 130-131) E has the approzimation property if there is a se-
quence, say (T,) of bounded finite rank operators T, : E — E such that T, — Idg
uniformly on compact subsets of E. If there is a A > 0 such that ||T,|| < A for all n,
then we say that E has the \-bounded approzimation property. If E has the A-bounded
approzimation property for some A > 0,then we say E has the bounded approrimation
property. If E has the 1-bounded approzimation property, then we say E has the metric
approzimation property.

In his paper [28] J. Johnson proved the following results on projections and imbeddings
on dual spaces of L(E, F).

Theorem 1.1.6 ([28], pp 305) Let E and F be Banach spaces and suppose F' has the
A-bounded approzimation property. Then there is a projection P on L(E, F)* such that
IIP]| < A, the range of P is isomorphic to K(E, F)* (isometric if A\ = 1) and the kernel
of P is the annihilator of K(E, F).

Theorem 1.1.7 ([28], pp 307) If E and F are Banach spaces and F' has the A-bounded
approzimation property, then there is an isomorphism (isometry if A = 1) of L(E, F)
into K(E, F)** whose restriction to K(E, F) is the canonical imbedding.

Several papers have appeared dealing with the question “For which spaces E and F'
is K(E,F) (respectively L(E, F)) reflexive?” The early papers used deep results from
Grothendieck’s theory of topological tensor products to attempt answering this question.
From the paper of Johnson [28] we have the following result.

Theorem 1.1.8 ([28], pp 307) Let E and F be Banach spaces, one of which has the
approzimation property. The following are equivalent:

1) K(E,F) is reflexive.
2) L(E, F) is reflexive.
8) E, F are reflezive and K(E,F) = L(E, F).

Proof If K(E,F) is reflexive then F is reflexive. Hence F has the bounded (in fact
metric) approximation property. Thus Theorem 1.1.7 applies and yields (2) and (3). If
E has the approximation property and K (E, F') is reflexive, then E is reflexive and so
E* has the bounded approximation property. We now apply the previous argument to
L(F*,E*) and K(F*, E*) which are canonically identifiable with L(E, F) and K(E, F)
respectively. O

Remark Recall that by JP Kahane (cf [9], pp 141) a Banach space E has cotype p (p > 2)
provided "2, ||z;||P converges whenever Y .2, 0;z; is convergent in E for almost all
sequences (o;) of signs o; = 1 in {—1, 1}, where the product space {—1,1}" is endowed
with the natural product measure whose coordinate measures assign each singleton the
probability of 1/2.

14




Definition 1.1.9 ([27], pp 69) By Pisier space we will mean an infinite dimensional
Banach space P such that

(1) on P ® P the extremal € and m-tensor norms are equivalent.

(2) P and P* are both cotype 2 spaces.

Theorem 1.1.6 cannot be obtained for the space E = P and F' = P* using Johnson’s
technique, since both P and P* lack the approximation property. However, the same
result (1.1.6) has been proved by K John for this case, using the fact that 7 : P — P* is
factorable through a Hilbert space. Later, in his paper [27], John succeeded in proving a
much more general result which includes the case when £ = P and F' = P*.

K John considered some extensions of Johnson’s result (Theorem 1.1.6) about projections
on the dual space of L(X,Y), namely:

Theorem 1.1.10 (cf. John, [25]) Let P be a separable Pisier space. Then the annihilator
K (P, P*)* in the continuous dual space L(P, P*)* is the kernel of a projection P on
L(P, P*)*. Also the range space of the projection P is isomorphic to the dual space
K (P, P*)*.

Theorem 1.1.11 (cf. John, [27]) Johnson’s result (Theorem 1.1.6 ) holds for couples of
Banach spaces X, Y such that each 7' : X — Y factors through a Banach space Z, its
dual Z* being a separable Banach space which has the bounded approximation property.

Theorem 1.1.12 (cf. John. [27]) If for each T' € L(X,Y’) there exists a sequence (7,) C
K(X,Y) such that T, — T in the dual weak operator topology, then the annihilator
K(X,Y)t in L(X,Y)" is the kernel of a projection in L(X,Y)*.

The conditions of Theorem 1.1.12 are for instance satisfied if each T € L(X,Y) factors
through a Banach space (depending on T') which has a separable dual with the approx-
imation property. For example. each T' € L(P, P*) factors through a Hilbert space. It
should be said that Theorem 1.1.12 provides information on spaces which are excluded
by the conditions (bounded approximation property) in Johnson’s result, but it does not
provide a strict generalisation of that result. One crucial observation in the proof of
Theorem 1.1.12 is

Theorem 1.1.13 (cf. John, [27]) Suppose the Banach spaces X and Y are such that
for every T € L(X,Y") there is a sequence (7,,) C K(X,Y) such that 7,, — T in the dual
weak operator topology. then there exists a ¢ > 0 such that for each 7' € L(X,Y) the
sequence (7,,) can be chosen to satisfy ||7,|| < ¢||T||, for all n.

John provides an elegant proof (in [27]) of the fact that with the hypothesis of Theo-

rem 1.1.12 the norm |||T|| = inf{sup, |T,|| : Tp € K(X,Y),Tp % T} on L(X,Y) is
equivalent to the uniform norm. This of course implies Theorem 1.1.13.
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1.2 An alternative approach

In this section we present an alternative approach to John’s paper [27] which is based on
his techniques but which, in our opinion, is more natural. The main idea in the paper
[27] was to present an alternative version to Theorem 1.1.6 which includes spaces which
do not have the approximation property. This study was initiated by John’s interest in
results on compact operators on Pisier spaces. It seems that examples of (separable)
reflexive Pisier spaces are not known yet (or they may not exist at all). This may be
the reason why John was not interested in considering Theorem 1.1.8 in the context of
Banach spaces without the approximation property. However, by now we know that
Enflo’s example (in 1973) paved the way to showing the existence of many separable
reflexive Banach spaces which do not have the approximation property (cf. [23], pp 414).

Our aim in the present section is to consider John’s results (in more general form) in
the environment of operator ideals and then to demonstrate how these results lead to
extended versions of results of Kalton and J Johnson about reflexivity of K (X,Y). We
believe that our presentation does not only provide extensions of existing results but also
provides more insight into the structures of the proofs. The reader is referred to Chapter
0 for the information about operator ideals that will be needed here.

Definition 1.2.1 Let T € L(X,Y). T is said to have the w'-compact approzimation

property (w'-cap) if there is a sequence (T,) C K(X,Y) such that T, Y T. Let £ (X,Y)
be the family of all T € L(X,Y) which have the w'-compact approzimation property.

Lemma 1.2.2 If T, — T in the w'-topology of L(X,Y") then (T,) is norm bounded.

Proof  Given z**(T}y*)—z**(T*y*) for all z** € X** and for all y* € Y*. Then we
have (z, Try*) — (z,T*y*) Vz € X, Vy* € Y*. Hence

(Thz,y*) = (Tz,y") Ve € X, Vy* € V™.

Thus
T,z — Tz weakly Vx € X.

That is, the set {T,,z|n € N} is weakly bounded, hence norm bounded in Y. Hence (T,)
is pointwise bounded in L(X,Y"). By the uniform boundedness theorem (T},) is also norm
bounded in L(X,Y). O

Let X,Y be fixed Banach spaces. For T €£* (X,Y) we put

(¥ 171l = int {sup 1T T € K(X.Y), T, 57

Clearly, if T € K(X,Y), then |||T||| = ||T|.

Although our following results differ from John’s results in [27], we make extensive use
of the ideas and techniques developed in that paper.
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Theorem 1.2.3 Let LY denote the assignment which associates with each pair of Ba-
nach spaces X,Y the vector space LY (X,Y). And let ||| - ||| be the assignment that
associates with every pair of Banach spaces X,Y and with every operator S belonging to
LY (X,Y) the real number |||S||| in (x). Then (LY, ||| - |||) is @ Banach operator ideal.

Proof We observe that ||-|| < ||| ||| on £¥'(X,Y) where || - || is the uniform operator
norm on L(X,Y). In fact for any € > 0, let ||z|| < 1, ||y*|| < 1 such that ||T|| — € <
ly*(Tz)| = lim, |y*(Thz)| < sup, ||T,|| where (T,) € K(X,Y) such that T,, = T is
arbitrary chosen. Clearly ||T|| < |||T||| + €. To prove that (L%, ||| - |||) is a complete
normed ideal we make use of Theorem 0.2.3:

(1)

(iif)

|1Ix||| = 1 where Ix € £¥ (K) is the identity map on the 1-dimensional Banach
space K.

Let T € L(X,Xo), S € L¥(Xo,Ys) and R € L(Ys,Y). Then if Sp 2% S, S, €
K(X,Y) arbitrary, then RS,T ¥ RST. Hence

IRSTI|| < sup | RS, T < IR (sup ISaIDITI

Since (S,) was arbitrarily chosen, it is clear that |||RST||| < ||R]|| |I|SI|| I T]|-

Now suppose that (T,,) C L% (X,Y) with %% |||T,||| < oo. We have to show
that Y2, T; = || - || = lim, Y1, T; exists and is in £¥(X,Y) with ||| 22, T3] <
Y i IIT|||: Let T ; € K(X,Y) such that T, ; i T;, sup, || Tnsill < WIT3l| + €/2°

For arbitrary ||z**|| < 1, |ly*|| <1 we have |2**(T; *)| < |||Til|| + €/2%, Vi and Vn.
Hence Y 2, o™ (@ 0 converges uniformly in n € N, thus showing that

[e ) o .
) (@) = lim 3o (T)
=1 =1

It follows from the completeness of (L(X,Y),]| - ||) and (K(X,Y),| - ||) and the
inequalities || T;|| < |||T;]|] for all ¢ and ||T,, || < |||T;]||+€/2" for all ¢, that Y oo, T; €
L(X,Y)and > 22, Tn; € K(X,Y) for all n. Since () holds for arbitrary ** € Bx--

and y* € By-, it follows that 2, T,,; % S0 T;. Hence 32, T is in £¥(X,Y)

and
1Tl < sup [| > Toall < sup > [Tl < e+ > _[IIT]-
i =1 "= i

This shows that ||| =2, ||| < $F, [IIT:/ll. By Theorem 0.2.3, (£¥'(X, Y), ||| |/
is a Banach ideal of operators. .

O

Theorem 1.2.4 Fiz the Banach spaces X and Y. Let LY= LY (X,Y), K = K(X,Y)
and L* = L¥ (X, Y)*. There ezists a continuous bilinear form J : L* x L* — K such that
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(a) J(¢,T) = ¢(T) for all (¢,T) € L* x K.
(6) 17(6, D) < NIGITI| for all T € L and ¢ € L*.

(c) J(¢,T) = lim, ¢(T,), where (I,) is any sequence of compact operators T, €
K(X,Y) tending to T in w'-topology.

Proof (c) First we observe that if T € LY (X,Y), T, B Tk (X,Y) for all n, then
lim, ¢(T7,) exists for all ¢ € L* : Indeed since {T,, }nen is norm bounded in K(X,Y) (by
Lemma 1.2.2), it is also weakly bounded. Hence {¢(T},)}ren is bounded. Hence, in case
of K =R, there are subsequences (T,,) and (T, ) such that lim, sup ¢(7;,) = limy ¢(7»,)
and lim, inf ¢(7},) = limg ¢(Tr,)-

Thus limy, sup ¢(T}) — limy inf $(T,) = limg ¢(Ty, — Tm,) = O because Ty, — Tpn, — 0
weakly by Theorem 1.1.4. For the case K is complex, we write ¢(T;,) = Re (¢(T5)) +
Im (¢(T,)) and proceed as in the real case. Thus lim, ¢(T,) exists. Similarly, it follows

thatif T, % T and S, % T with Sy, T}, € K(X,Y) for all n, then lim, ¢(T},) = lim,, ¢(S,)
for all ¢ € £*. Thus J(¢,T) in (c) is well defined.

(a) J is evidently bilinear and if T € K(X,Y) then J(¢,T) = ¢(T).

(b) Toprove (b)let ¢ € £L*and T € L¥ (X,Y) be given. Remember that ¢ is continuous
on K(X,Y) with respect to the uniform operator norm. For any ¢ > 0 there is a

sequence (T,,) C K(X,Y) such that sup, ||T,|| < (1 +¢€)|||T]|| and T, ¥ T. Hence,
(&) = |lime(T)| < ||4]|sup || Tn]
< @ +9llglllT.

Since this holds for all € > 0, it follows that |J(¢,T)| < ||8|||||T|]-

John’s result now follows from this theorem:

Theorem 1.2.5 (cf John [27]) Let X,Y be Banach spaces such that for every T €

L(X,Y) there is a sequence (T,,) C K(X,Y) such that T, ¥ T. Then there exists a
continuous bilinear form J : K(X,Y)* x L(X,Y) — K and a number ¢ > 0 such that:

(a) IfT € K(X,Y) and ¢ € K(X,Y)*, then J(¢,T) = ¢(T).
(6) 17(6,T)| < cl|¢|[|T|| for all T € L(X,Y) and ¢ € K(X,Y)".

(c) J(¢,T) = lim, ¢(T,), where (T,) is any sequence of operators, T, € K(X,Y)
tending w' to T.
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Proof In this case L(X,Y) = £¥(X,Y). Since they are both Banach spaces, the
Open Mapping Theorem tells us that the norms || - || and ||| - ||| are equivalent. Hence
there is a ¢ > 0 such that ||T|| < |||T]|| < ¢||T|| for all T € L(X,Y). O

Corollary 1.2.6 Let X,Y be Banach spaces. There is a projection P : LY (X, Y)* -
LY (X,Y)* such that Ker(P) = K(X,Y)t = {¢ € LY (X,Y)" : d|kxy) = 0} and the
range of P is isomorphic to K(X,Y)*.

Proof Let P:LY(X,Y)* — LY(X,Y)* be defined by P¢(T) = lim, ¢(T,) = J(¢,T)
forall ¢ € LY (X,Y)* and T € LY (X,Y). Then P is well-defined by Theorem 1.2.4. By
the same theorem we have :

(Pe)(T)| = |7(6, DI < IGINITIII, ¥T € LY (X,Y).

Therefore
IPoll < ||o]-

Hence P is continuous with ||P|| < 1.

To show P is a projection:

P?¢(T) (P(P(¢))(T) = J(P¢,T)
= limP¢(Tn)
= limJ($,T,) = lim(Ty), Tn € K(X,Y)
= P¢(T), VT € L¥(X,Y) and
e LY(X,Y).

Hence P? = P, that is P is a projection and the range of P is topologically complemented.

If ¢ € K(X,Y)* then Po(T) = limn¢(T) = 0, ¥ T € £¥(X,Y). Thus Pé = 0.
Therefore '
K(X,Y)" C KerP.

Conversely, if ¢ € Ker (P). Then, for each T € K(X,Y) we have 0 = Po(T) = J(¢,T) =
¢(T) by Theorem 1.2.4(a). Hence ¢(T) =0V T € K(X,Y), ie. ¢ € K(X,Y)*. Thus
Ker (P) C K(X,Y)*. We conclude that Ker (P) = K(X,Y)*.

FACT ( cf [7], Conway pp 132, Theorem 2.3) (K (X,Y), |||-[|)* ~ L¥ (X,Y)*/K(X,Y)*.

Hence

LYX,)Y) = KX, Y)'e LY (X, Y) /KX, Y)*
~ K(X,Y)' @ Range of P
Thus Range of P = £L¥(X,Y)*/K(X,Y)* = K(X,Y)". O
Since the norms ||- || and ||| - ||| are equivalent when L(X,Y) =£* (X,Y), it follows from

Corollary 1.2.6 that
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Corollary 1.2.7 Let X,Y be Banach spaces such that for each T € L(X,Y) there is a
sequence (T,,) C K(X,Y) such that T, Y T. Then there ezists a projection

P:L(X,Y) — L(X,Y)* such that

Ker(P)=K(X,Y)r ={¢ € L(X,Y)* : ¢|gx,y) = 0}.
and the range of P is isomorphic to K(X,Y)*.

The bilinear form J in Theorem 1.2.4 gives rise to two embeddings, which are discussed
below.

Theorem 1.2.8 (i) Jx : K(X,Y)* — LY(X,Y)* is defined by (Jx8)(T) = J(8,T)
where ¢ € L* is a continuous linear extension of ¢.

(i) Jo @ LY(X,Y) = K(X,Y)* is defined by (J:T)(¢) = J(&,T), where ¢ € L* is
any continuous linear extension of @.

Then Jx is an isometry into LY (X,Y)*. Also J satisfies the following
a) Jr is a bounded injective linear operator, with ||Jz|| < 1.

b) Jo = J?(l,cw’(x,y)
¢) Jelk(x,y) is the canonical injection of K(X,Y) into K(X,Y)*.

Proof LetT € K(X,Y) and suppose b1,02 € L* are any two continuous linear
extensions of ¢ € K(X,Y)". Then J(¢1,T) = ¢(T) = J(¢2,T) by Theorem 1.2.4(a).
Thus Jx and J. are well defined. Furthermore, if we let ||¢|| = ||#|| (by Hahn-Banach),
then

(Txe)(D)] = |78, D) < lSlINTIII
@I

Hence Jx¢ € LY (X,Y)* and ||Jk]|| < 1.
On the other hand, since ||T'|| = |||T]|| for all T € K(X,Y) we also have

I¢ll = sup{|Jké(T)|: |lITIII<1,T € K(X,Y)}
< sup{|Jxkg¢(T)|: TN <1,T € L¥(X,Y)}
= |IJk4ll

Hence ||Jx || = ||¢|| for all ¢ € K(X,Y)*. This proves that Jx is an isometry.

J. is linear because of the bilinearity of J. It is also bounded with norm < 1 because,
let ¢ € K(X,Y)* and ¢ an extension of ¢ such that ||¢]| = |||, then

(JT)($) = 1J(8, T)| < lSlIITII = I I]-
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Let T € K(X,Y). Then we have
(JcT,¢) = J(6,T) = ¢(T) = (T, ¢), YV ¢ € K(X,Y)*.
Hence Jz|x(x.y) is the canonical embedding into K (X,Y)*. O

Remark Let T € L% (X,Y). For € > 0 there exists z € X, ||z|| <1 and a € Y*, ||a|| < 1
such that

1T < [(Tz,a)| +¢
= lim|[(T,z,a)| +¢€

for any sequence (T,,) C K(X,Y) such that T, Docq
Let ¢(S) = a(Sz) for all S € K(X,Y). Then

16(S)] = la(Sz)| < [lallllz[l|S]] < IS]

Hence ¢ € K(X,Y)* and [|¢|| < 1. Let ¢ be any bounded linear extension of ¢ to
LY (X,Y)* such that ||¢|| < 1. Then
ITI < lim(T)] +e
= |li7{n¢(Tn)|+6
= |J(8,T)|+e
= [Je(T)(9)| +e

In particular ||T'|| < ||Jz(T)|| + €. This holds for all € > 0. Therefore ||T|| < ||J(T)]| for
all T € £L¥(X,Y). However, we also have ||J-(T)|| < |||T||| for all T € £¥(X,Y).

Now, if X and Y are such that £%'(X,Y) = L(X,Y), then || - || and ||| - ||| are equivalent
- norms. Hence there is a ¢ > 0 such that ||T|| < ||Jz(T)|| < ¢||T||- This shows that in this
case the linear operator J. is also an isomorphism.

Corollary 1.2.9 (cf K. John [27], pp 237) Let X,Y be Banach spaces such that for each

T € L(X,Y) there is a sequence (T,,) C K(X,Y) such that T, Y T. Then the bilinear
form J in theorem 1.2.4 gives rise to the following two isomorphic embeddings:

i) Jg : K(X,Y)* = L(X,Y)*: (Jxo)(T) = J(6,T)

i) Jp : L(X,Y) = K(X,Y)* : (JLT)(¢) = J(¢,T) where ¢ € L(X,Y)* is any
continuous linear eztension of ¢ € K(X,Y)*.

Lemma 1.2.10 Let X,Y be Banach spaces, with Y reflezive. Then LY (X,Y) and
LY (Y*, X*) are isometrically identifiable. In particular, T € LY (X,Y) if and only
if T* € LY (Y™, X*) and [|[T|| = |[T™]]]-
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Proof Suppose T € £¥(X,Y) and (T,) ¢ K(X,Y) such that T, @ ap Then, for
y* € Y™ =Y* and z** € X** it is clear that

(T;*x**’y*> = <$**,T”ty*> :7;) <x**,T*y*> — (T**x**,y*>.
Thus T % T* and by Schauder’s Theorem (T3}) C K (Y*, X*). Hence T* € L* (Y*, X*)

and |||T*||| < sup, ||T;]| = sup, ||T|]- Since the sequence (7,) was arbitrarily chosen, it
is clear that

T < [Tl - (A)
Now let S € £¥(Y*,X*) and suppose S, ¥ S where (Sp) € K(Y*, X*). Then each

T, = S}|x is compact (from X into Y) and T = S,,. Similarly if T = S*|x, then T* = S.
And

<T7:y*,l'**> - (y*,T,:*x**) — <y*’ S;;CC**> ay <y*,S*x**)
= (T"y",x2™) for all z** € X™ and y* € Y.
Thus T, % 7. Hence T € LY(X,Y) and T* = S. Moreover |||T||| < sup, ||To|| =
sup, || 7| = sup,, ||Sz||- The sequence (S,) was arbitrarily chosen. Hence
T < [ISTH =TI (B)
From (A) and (B) we have |||T||| = |||T*]]]-

We have thus established that 7" — T™ defines an isometric isomorphism. O

We are now ready to consider some results (extending existing ones) on reflexivity of
K(X,Y).

Theorem 1.2.11 Let X and Y be Banach spaces. Consider the following statements:
(1) K(X,Y) is reflezive.
(2) LY (X,Y) is reflezive.
(8) X andY are reflezive and K(X,Y) = LY (X,Y).
(4) X andY are reflexive and K(X,Y) is w-closed in L(X,Y).

We have (1) < (2) = (3), (4) = (3) and 4) = (1).

Proof (2) = (1) is clear because K(X,Y) is a closed subspace of L¥ (X,Y).

(1) = (2) In this case J; : LY (X,Y) = K(X,Y)* = K(X,Y) (cf. Theorem 1.2.8) is
surjective. By the Open Mapping Theorem J, defines an isomorphism. Hence £*' (X,Y)
is reflexive.
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(2) = (3) If LY (X,Y) is reflexive, then Y is reflexive (because it is isomorphic to a
closed subspace of K(X,Y)). We have to show that X is reflexive. Since Y is reflexive,
the spaces £¥(X,Y), and £¥ (Y*, X*) are isometrically identifiable (by Lemma 1.2.10).
Thus £¥ (Y*, X*) is reflexive. As before this implies that X* is reflexive. Hence X is
reflexive. Also, J, = Jj is surjective and an isometry in this case.

(4) = (3) This is clear, since w = w' in this case.

(4) = (1) Suppose X and Y are reflexive and K(X,Y) = K(X,Y). Recall that
w = w' since X is reflexive. Thus by Kalton (cf. Theorem 1.1.3) each w-compact
subset of K(X,Y’) is weakly compact. We prove that Bx(x,y) is w-compact, hence also
weakly compact: Let (T5) C Bg(x,y) be any net. There exists a subnet (Ss) of (T5) and
f € Bgx,y)- such that S; — f in wk*-topology. For each z € X, y* € Y* consider
v z: K(X,Y)—K:S — (Sz,y*), which is a bounded linear functional. We have

fly®z) = lm(Ssy" ®2)
— lign(S,;x, vy VzeX,y*eY”.

Let T : X — Y™ =Y be defined by (T'z,y*) = f(y* ®z), Vz € X Vy* € Y*. Then
T :X — Y is a bounded linear operator with '

(Tz,y)| = [f(y* ® z)| < || flllly* Il

Clearly, ||IT|| < ||f]l £1 and T = w — limg S;.

Hence, we see that T € K(X,Y) = K(X,Y) with ||T|| < 1. Thus any net in Bg(x,y)
has a subnet which converges in By (xy) with the w-topology, that is Bx(x,y) is weakly
compact. This proves that K(X,Y) is reflexive. O

7

Corollary 1.2.12 If LY (X,Y) = K(X,Y) then the following are equivalent:

(1) K(X,Y) is reflezive.

!

(2) K(X,Y) is reflezive.

!

(3) X, Y are reflexive and K(X,Y) = K(X,Y)

Corollary 1.2.13 If L¥ (X,Y) = L(X,Y). Then the following are equivalent:

(1) K(X,Y) s reflezive.
(2) L(X,Y) is reflezive.

(3) X, Y are reflezive and K(X,Y) = L(X,Y).
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Remark: Although (3) = (2) in Theorem 1.1.8 was proved by Kalton (cf. Kalton
[29]) and independently by Kheinrich (cf. [27]) without assuming the presence of the
approximation property, it was mentioned in Johnson’s paper [28] that it is apparently
still open whether (2) = (3), in the same theorem, is true without assuming the presence
of the approximation property. Our result now shows that the implication is still true if
we have the assumption L(X,Y) = £¥(X,Y), where it may be that neither X nor Y’
has the approximation property.

Lemma 1.2.14 Suppose X and Y are Banach spaces such that X** and Y* are separable.
Then the closed unit ball Br(x,yy is w'-metrisable.

Proof Let {e}* : n € N} and {f}, : m € N} be countable dense subsets of X** and Y*
respectively. We show that the countable family of continuous seminorms

T e (T fr)|, Vm,n € N

generates the w' toplogy on By x,y): Let (T5) be a net in By(x,y) such that |e}*(T5 fr)| e
0 for each pair (ef*, £ ). Consider arbitrary e** € X** and f* € Y*. For € > 0 given, let
ene € X** such that |le** —e;*|| < €/(3]|f*|]). Then let f; € Y™ such that ||f*— fr || <
¢/(3llexel). Let & be an index such that |ex* (Ty fx )| < €/3 for all § > §. Then we have

(TG < 1e(T5f7) — €ng(T5 ) + leng (T3 F7) = € (T5 Fmo) | + leng (T3 fono )|
< lle™ = engll(sup T3 f711) + emg 1175 S = T3 fm | + lema (75 F o)
< e Y6 > (50.

Having a countable neighbourhood basis of the origin, it follows that the Hausdorff topol-
ogy w' on By (x,y) is metrisable (cf. [39], Theorem 4, pp 16).

O

In the setting of separable Banach spaces we have the following generalisation of Theorem
1.1.8:

Corollary 1.2.15 Let X and Y be separable Banach spaces. The following are equiva-
lent:

(1) K(X,Y) is reflezive.
(2) LY (X,Y) is reflezive.

(3) X, Y are reflerive and K(X,Y) = LY (X,Y).
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Proof We only have to check that (3) = (1) holds. Refer to the proofof (4) = (1)
in (1.2.11). Following the same arguments it follows for a given net (T5) C Bk(x,y) that

!

a subnet (S,) C Bg(x,y) converges to a T € K(X,Y) with ||T|| < 1. Thus T is in the
closure of Bg(x,y) in the metrisable space (By(x,y), w') (refer to Lemma 1.2.14). Hence

there is a sequence (7,,) C Bk(x,y) such that T, “ T. Thus T € £ (.Y = K(X.Y).
Therefore, Bg(x,y) is w'-compact and hence weakly compact. O

1.3 Extensions to locally convex spaces

Let E and F denote Hausdorff locally convex spaces. The algebraic dual space of a linear
space E is denoted by E'. Ej will denote the continuous dual space E* of E when it
carries the strong topology B(E*, E). However, if not otherwise specified, the topology
on E* will throughout the section be assumed to be the strong topology. The bidual is
defined by E** = (E})*. The space L(E, F) of continuous linear operators is a Hausdorff
locally convex space when it is endowed with the topology of uniform convergence in the
bounded sets in E, in which case it is denoted by L(E, F). The topology is generated
by zero neighbourhoods of the form

[4,V] :={T € L(E,F) : T(A) C V}

where V and A run through a zero neighbourhood basis U (F') of closed absolutely convex
sets in F' and a fundamental system B(E) of absolutely convex closed bounded sets in E
respectively. The gauge function of [A, V] is denoted by P4 y.

Definition 1.3.1 An operator T € L(E, F) is said to be quasi compact if T(A) is pre-
compact in F for each bounded set A in E. The vector space of quasi compact operators
in L(E,F) is denoted by K(E,F). We use the notation Ky(E,F) when it carries the
subspace topology of uniform convergence on the bounded sets in E.

The existence of a (continuous with respect to the strong topology) projection on L, (E, F')*
with kernel the annihilator K (E, F)* and its applications to topological decomposition
of the bidual space Kj(E, F)** and results on semi-reflexivity of Ly(E, F) are considered
in the papers [12] and [19]. The results in the paper [19] are generalisations of those
in [12] and [28]. Especially in [19] the following generalisations of Johnson’s result are
proved.

Theorem 1.3.2 (cf. [19], Theorem 2.2) There exists a (continuous with respect to the
strong topology) projection P : Ly(E, F)* — Ly(E, F)* with kernel K(FE, F)= if either

(a) F has the quasi compact approximation property, that is there exists an equicontin-
uous net (T5) C Ky(F, F) such that Tsz — z in F for each z € F, or

(b) E has the shrinking quasi compact approximation property, that is there exists an
equicontinuous net (T5) C K,(E, E) such that Tz — z for each z € E and Tjz* — z*
strongly for each z* € E*.
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We recall two important results from the theory of locally convex spaces:

Theorem 1.3.3 ([23], pp 191) If E is a Fréchet space, then (relative) o(E, E*)-compactness
and (relative) sequential o(E, E*)-compactness are equivalent.

Theorem 1.3.4 ([23], pp 191) Let K be a compact topological space. A bounded subset
M of the Banach space C(K) is weakly compact if and only if it is compact for the
topology of pointwise convergence.

Motivated by John’s paper [27], Fourie (in [15]) studied projections on dual spaces of
spaces of operators in the locally convex space setting. Before we take a closer look at
the results obtained in [15], we consider a locally convex version of Kalton’s theorem
(Theorem 1.1.4).

Define w' on L(E, F) as in the Banach space case. Hence, a net (T5) converges w' to T
in L(E, F) if

2Ty = 2T
for all z** € E** and y* € F™*.

For the sake of completeness we present a complete proof of the following generalisation
of Kalton’s result to the locally convex setting:

Theorem 1.3.5 ([15], Proposition 1) Suppose that (T,,) is a bounded sequence in Ky(E, F)
which converges in the dual weak operator topology to T € K(E, F). Then ¢(T,,) — ¢(T)
for all ¢ € Ly(E, F)*.

Proof Let A€ B(E)andV € U(F)such that |¢(S)| < 1forall S € [4,V]. Denote the
bipolar set of A in E** by A°° and the polar set of V in F* by V°. Consider A°°xV°, which
is compact with respect to the product topology defined by o(E**, E*) and o(F*, F'). For
each S € K(E, F) define on A°® x V° a mapping ¥(S) by ¥(5)(z*,y*) = z**(S*y*).

We show that (S) € C(A%° x V°) : Take (z§*,v5) € A°° x V°. For € > 0 we let W; be
a neighbourhood of z§* such that |z**(S*yg) — z¢*(S*yg)| < €/3 for all z** € W; (by the
continuity of S*y; with respect to the o(E**, E*)-topology). Since S(A) is precompact,
there is a finite set & C A such that S(A4) C S(F)+(¢/6)V. Now let Wy = (yi +
(¢/3)S(F)°)NV°. Then W, is a neighbourhood of y§ in V° and |y*(Szo) —y5(Szo)| < €/3
for all y* € W, and for all zp € F. ((We note that y* € y¢ + (¢/3)S(F)°, y* — y¢ €
(e/3)S(F)°, Ky* — g, Szo)| < €/3)). So, for z € A there are o € F, v € V such that
(§7y" — 5*y5) (@) = |(y" — 45)(Szo + (€¢/6)v)|. That is

I(S*y" = S*yo) (@) = [y — v, S2)]

<y — 5, S0 + (¢/6)v)]

[(y™ — y5)(Szo + (¢/6)v))]

|ly*(Szo) — y5(Szo)| + (¥ — o) ((e/6)v)]
e/3 + (¢/6)|y"(v)| + (¢/6)]y5 (v)]
€/3+¢€/3

2¢/3 Y y* e W

IAN AN
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Hence S*y* — S*y € (2¢/3)A°, V y* € Wa. By the triangle inequality

()™, ") = ¥(S) (=, 30)l = [27(87y") — 257(S"%o)
< 12 (8'y) — 2 (S| + 57 (5°5) — 25 (5760
< 2/3+€/3=€¢ VzreW nNA>®Vy €W,
Hence |¥(S)(z**, y*) = ¥(S)(zg*, v5)| <€, V (z**,y*) € (W1NA®) x Wy := W, where W
is a neighbourhood of (z3*,y;) in A% x V°. Therefore ¥(S) is continuous at (z§*,yg)-
Thus we have that ¥(S) € C(A°° xV°) for all S € K(E, F). Since (T,) is bounded, there
is Ao > 0 such that A C A\o(N,T,;1(V)). Hence for y* € V° and z € A we have

1 1
e * %k = __Tn , * < :
(o Ty = |5 Ty} < 1

Thus T y* € (%A) =X A%, VneN Vy eVe.
0

On C(A*° x V°) we have the norm defined by ||f||cc = max |f(z**,y")].

I**EAOO

yxevo
Hence we see that

[¥(To)lle = max [o(T)(z™, ")

— xgleajcoo |z (Try*)| < Ao, Vn
ytevo

Thus (¢(75,)) is norm bounded in C'(A*° x V°). Hence {¢(T},) : n € N}U{¥(T)} is norm
bounded. It is however, also pointwise compact in C(A° x V°), because

Y(To) (@™, y7) = 2™ (Ty") 2 ™ (T7y) = $(T)(=™, ).

By the Grothendieck result (Theorem 1.3.4), every pointwise compact norm bounded set
in C(A%° x V°) is weakly compact. Hence {¢(T,) : n € N} U {¢(T)} is weakly compact
in C(A®° x V°).

Define ¢ : Ky(E, F) — C(A*° x V°) by ¢ : S — 9(S).

We show that v is continuous:
Pyv(S) = inf{A>0:S5€ A V]}
= inf{A>0:S(A) C AV}

and
S(A) CAV < S(z) € \V,Vz € A<= Sz € \V°°,Vz € A.

27



Thus

Pav(S)<1 < S€[AV]<=>S(4)CV =V
= |(Sz,y")|<1Vz€A Vy eV°
= |z,5"y")| <1, VzeAVy eV°
— Syred, Vy eV
= [S*y*,z™)| <1, gl ¥z e A
< max KS*y* 2 et
A
= max [§(5)(@™y7)[ <1
A
= [[¥(9)]e < 1.

Thus it follows that
Pyv(S) = l0(S)|, VS € K(E,F).

Hence, if S5 — S in K(E, F) then,
1%(S) = %(Ss) || = ||%(S — Ss)|| = Pay (S — S5) > 0.

Thus the map % is continuous. Also,

9(S)| £ sup [8(S)| = Payv(S) = [¥(9), V S € K(E, F).
fe[AV]°

Hence Ker ¢ C Ker ¢ and ¢(K(E,F)) C C(A* x V°) is a linear space. Let 6 :
Y(K(E,F)) — K be defined by 6(¥(S)) = ¢(S). Suppose ¥(S;) = ¥(Sz2). Then S; —
Sy € Ker ¢ C Ker ¢. Hence ¢(S; — S2) = 0 or equivalently ¢(S;) = ¢(Ss). Therefore
0 : Y(K(E,F)) — K is well defined. Also @ is continuous. This is because |0()(S))| =
|6(S)| < |1¥(S)]]- By the Hahn-Banach Theorem there is a continuous linear extension
6§ € C(A° x V°)* such that 0|yxmry = 0 and ||0]| = [|0]|. Clearly o = ot = ¢.
Since we have that {¢(T,) : n € N} U {¢(T)} is weakly compact, it follows that there
is a subsequence (7, ) such that 8(¢(T,,)) converges to 6(x)(T")). Suppose 8(¢(Ty)) -
6(1(T)). Then we can construct a subsequence such that |8(¢(T,,)) — (¥ (T))| > e >0
for some € > 0 and all £ € N. Now {¢(T,,)|k € N} is relatively weakly compact. Thus
there is a subsequence {¢(T5,,)} which converges weakly. This weak limit should be (T,
because we know that ¢(T,,,)—¢(T) pointwise and the pointwise convergence topology
is Hausdorff. Hence §(v(7,,,) — 6(¥(T)) if I — oo. This is a contradiction!

Thus we have established that 6(¥(7,)) — 6(¢¥(T)). O

This generalisation of Kalton’s result will later on make it possible for us to follow our
alternative approach in section 1.2 in order to extend our results in the previous section
to the locally convex space setting.

Once we have the above “generalised version” of Theorem 1.0.4, it is a matter of mim-
icking John’s argument in [27] (also refer to the proof of Theorem 1.2.4) to show that if
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a bounded sequence (T;,) C K(E, F) converges to T' € L(E, F) with respect to the dual
weak operator topology, then lim, ¢(7},) exists for each ¢ € Ly(E, F)*. The idea is to
take subsequences (¢(T5,)) and (¢(Tmi)) such that

ap = limsup@(T,) = h]gn o(Tn,)
Bo = lim lgf (1) = hin ¢(ka)

and then to notice that since the sequence (T, — Tr, ) is bounded and converges to 0 in
the dual weak operator topology, we have from Theorem 1.3.5 that

g = /80 - 11]51’1 ¢(Tnk = ka) =1

A similar argument shows that the limit lim, ¢(T,) is independent of the choice of the
bounded sequence (T3). Thus if each T € L(E, F) is the w'-limit of a bounded sequence
(T) in Ky(E, F'), then the operator

P:Ly(E,F)* — Ly(E,F)
¢ — P¢:P(T) =lm(T,)

into the algebraic dual space L,(E, F')' is well defined.

We have to decide whether P maps into the continuous dual space Ly(E, F)*. Using
the Riesz representation theorem we show that if each T € Ly(E, F) is the w'-limit of a
bounded sequence (7,,) C K,(E, F), then this is true.

Proposition 1.3.6 ([15]. Proposition 2) Suppose that each T € Ly(E, F) is the w'-limit
of a bounded sequence (T,,) C Ky(E, F). Then the linear operator

P: Ly(E.F)* = Ly(E, F)' : P§(T) = lim ¢(T;,)

maps into Ly(E, F)* and is a closed graph projection with kernel Ky(E, F)*. In particulaﬁ
Ky(E,F)* and K,(E, F)~ are isomorphic to closed (in the strong topology) subspaces of
Ly(E, F)*.

Proof Let ¢ € Ly(E,F)". Suppose ¢ is bounded on [A, V] with |¢(T)| < 1 for all
T € [A,V]. We refer to the proof of Proposition 1.3.5. Let § € C(A* x V°)* be such
that ¢ = 6 0. By the Rovden version of the Riesz representation theorem there exist a
positive Borel measure 4 and a measurable function h, |h| =1 a.e., such that ||u|| = |||
and

68) = 6wiS) = [ M WSE v, VS € Ky(E,F)

Let f(z*,y*) = 2*(T*y*), V (z**,y*) € A°° x V°. Then f is well defined and bounded.
Also,

W(T) (@™, y") = 2" (L") = =™ (T7Y") = £(=™,97).
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?}0 3‘5:;%( Pns :%;, f&jb\ 3 7
Hence 9(T,) = f pointwise. Moreover, (1/(T})) is norm bounded in C(A4°° x V°). By the
oo

Lebesgue Dominated Convergence Theorem, f is integrable and

/ f(@™,y")dp = lim (T, dp.
AOOXVO n AOOXVO
Thus

|Pe(T)] = |lim¢(T5)]

lim / h(z*, v* Yo (Ta (2™, y*)dul
AcoxVe

n

/ h(w**,y*)f(x**,y*)dul

Acox Ve

/ F@™, 5 |dp = / ™ (") du
AOOXVO

AOOXVO
< w(Ax Vo) =|lpl, VT €[AV].

IN

Hence P¢ € Ly(E, F)*. And
(P*¢)(T) = P(P(T)) = lim(P¢)(Ty)
= lmo(Ty) = (P&)(D).

We show P has closed graph: Let (¢,0) € G(P) C Ly(E,F)* x Ly(E,F)* with the
product topology defined by the strong topology. Hence ¢5 — ¢ and P¢s — 6 in the
strong topology of Ly(E, F)*. Take any T € Ly(E, F). Let € > 0 be given. We show that
|Po(T) —0(T)| < e. Let & be an index such that |P@s(T) —0(T)| < €/2,V § > 6. Then
let 6; > 9y such that :

16(T,) — ¢5(Ty)| < €/2, ¥V 6 > 6, and ¥ n.
((The set {Tp,|n € N} is bounded in L,(E, F), so that ¢; — ¢ uniformly on {T}}.)) Heride
|6(T) = 6(T)| < 18(Tn) = 6, (Tn)| + 186, (T2) — O(T)| < €/2 + |95, (T) — 6(T)].
And
|P&(T) — 6(T)]

lim 6(T,) ~ 6(T)

< /24 lim|y, (T) — O(T)
< €/2+ |P5(T) — 0(T)|
< €/2+¢/2=¢€.

This holds for all e > 0. Thus
Po(T)=0(T) VTeL(E,F),
showing that P¢ = 6. g
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Corollary 1.3.7 Let X and Y be normed spaces. If for each T € L(X,Y) there ezxists a
bounded sequence (T,,) C K(X,Y) such that T, = T in the dual weak operator topology,
then the annihilator K(X,Y)* in L(X,Y)* is the kernel of a projection on L(X,Y)*. In
particular if X is Ro-barrelled, then the hypothesis that the sequence (T,,) should be norm
bounded can be ignored (cf [23], pp 252).

Moreover, the different versions of the closed graph theorem for locally convex spaces and
Theorem 1.3.5 provide more general versions of Proposition 1.3.6 such that the projection
mapping P is indeed continuous. In particular we have

Corollary 1.3.8 If for instance L(E,F) is a df-space, then L(E, F)* with the strong
topology is a Fréchet space (cf. [23], p 257) so that with the hypotheses of Proposition
1.5.6, the mapping P s continuous.

We intend to show that by following our “alternative approach”, as was outlined in the
previous section in the Banach space setting, one can easily obtain and extend the above
result (Proposition 1.3.6), which is also proved in Fourie’s paper [15]. In the above proof
of Proposition 1.3.6 one has to use the Riesz representation theorem and the Lebesgue
Dominated Convergence Theorem in order to show that the projection P maps into
Ly(E, F)*. Following is an alternative approach which results in both simplification and
extention of Proposition 1.3.6 and its proof.

Denote by L¥'(E, F) the vector space of all T € L(E, F) such that T, % T for some
bounded sequence (T;,) C Ku(E,F). On LY (E, F) we define a locally convex topology
by means of the seminorms

mav(T) = inf{sup Pav(T,) : T, € K(E,F), T, A T},

where A € B(F) and V € U(F). Put
Way ={T € LY(E,F) : mav(T) <1}

and let
ga,v(¢) = sup{|(S)|: S € Wa v}

for every (continuous) linear functional ¢ on £¥'(E, F). Clearly ¢ is bounded on W,y
if and only if g4 v(¢) < 0.

Theorem 1.3.9 Fiz the locally conver spaces E and F. Let LY= LY(E,F),K =
K(E,F) and L* = LY (E,F)*. There ezists a bilinear form J : L* x L* = K such
that

(a) J(¢,T) = ¢(T) for all (¢,T) € L* X K.
(b) For allT € L, ¢ € L* and for all A € B(E), V € U(F), we have

|J(0,T)| < qayv(9)mav(T).
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(c) J(¢,T) = lim, ¢(T,), where (T,,) is any bounded sequence of operators T,, € Ky(E, F)
tending to T in w'-topology.

Proof (c) The proof is similar to the proof of (c) in Theorem 1.2.4, this time using
that each T € LY is the w'-limit of a bounded sequence (T},) in K,(E, F) and the fact
that the same sequence converges weakly to T (as is proved in Theorem 1.3.5).

(b) Let € L*and T € L¥ (E, F) be given. Suppose ¢ is bounded on W, 1. For any € >
0 there is a bounded sequence (7,,) C K(E, F) such that sup,, Pav(T,) < (1+€)mav(T)

and 7T, E; T. Hence,
17(¢, )| = [img(T5)| < gav(¢)sup Pav(Tr)
< (1+€qav(o)mav(T).

Since this holds for all € > 0 it follows that |J(¢,T)| < gav(@)mav(T). O

We are now ready to discuss an alternative result for Proposition 1.3.6, which has easier
proof and which is formulated in more general context.

Proposition 1.3.10 Let E and F' be locally convex spaces. The linear operator

P:LY(E,F) = LY (E,F) : P¢(T) = lim ¢(T5),

where T € LY (E,F) is the w'-limit of the bounded sequence (T,) C Ku(E,F), maps
into LY (E,F)* and is a closed graph projection with kernel Ky(E,F)*. In particular,
Ky(E,F)* and Ky(E, F)* are isomorphic to closed (in the strong topology) subspaces of
LY (E, F)*.

Proof Let ¢ € LY (E,F)*. Suppose ¢ is bounded on Wy with |¢(S)| < 1 for all
S € Wyv. From the proof of Proposition 1.3.9 (b) it follows that

17(¢, T)| < mav(T)
for all T € LY (E, F). This shows (cf. also (1.3.9)(c)) that P¢ is continous, hence that
P maps into LY (E, F)*. Clearly, P? = P.

The argument to show that P has closed graph is similar to that used in the proof of
Proposition 1.3.6. For the sake of completeness, we discuss the proof of this fact: Let
(¢,0) € G(P) C LY (E, F)*x LY (E, F)* with the product topology defined by the strong
topology. Hence ¢; — ¢ and P@s — 6 in the strong topology of £¥ (E, F)*. Take any
T € LY(E,F). Let € > 0 be given. We show that |P¢(T) —6(T)| < €. Let &, be an index
such that |P¢s(T) — 0(T)| < €/2,V § > §. Then let §; > §y such that

|6(Ty) — 65(T;,)| < €/2, V6> 6y and V n.

((The set {T,|n € N} is bounded in K(E, F), hence also in £* (E, F). This is so because
for all A € B(E) and V € U(F) it is clear that [A, V] N Ky(E,F) C Way N Ky(E, F).
We have ¢5 — ¢ uniformly on {7},}.)) Hence

8(T7) — O(T)| < [6(Tn) — @5, (Tn)| + |6, (Tr) — O(T)| < €/2 + |5, (Trn) — 6(T)].
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And

PS(T) — 6(T)| = lim|§(T,) — O(T)|
6/2 & hT]in I¢61 (Tn) & H(T)I

€/2+|P¢5(T) - 6(T)|
€/2+€/2=¢.

VAU VAT VA

This holds for all € > 0. Thus
Po(T)=6(T) VY TeLY(E,F),

showing that P¢ = 6.
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Chapter 2

Operator dual space and
applications

2.1 Introducing the Operator dual space and other
notation

Characterising the continuous dual space of a normed subspace (A(X,Y), u) of the Ba-
nach space (L(X,Y),]|-|]), is often an important exercise. Mostly, if a characterisation of
(A(X,Y), n)* is possible, then this dual space turns out to be a space of bounded linear
operators from Y into X**. Such a characterisation normally depends on the presence
of the approximation property on either X* or Y. In this chapter we intend to study
the so called operator dual space of a space of bounded linear operators and to discuss
the operator dual spaces of some classical spaces of bounded operators. It is also our
intention to show the relationship between the continuous dual space and the operator
dual space.

From Chapter 0 we recall that F denotes the operator ideal of finite rank bounded linear

n
operators on Banach spaces and that we use tr(S) to denote the trace (= > (z;,a;)) of
i=1

S =% a;®z; € F(X). The concept conjugate ideal A> of a (complete) quasi-normed
=1

ideal (A, ) has already been studied and significantly applied in the literature (cf. for
instance the papers [33], [22] and [24]). Recall that T € A2(Y, X) if there is a p > 0
such that

|tr(LT)| < pa(L)

for any L € F(X,Y). The ideal A* is normed by the (complete) ideal norm o® which
is defined by

o®(T) :=inf{p > 0: |tr(LT)| < pa(L), VL € F(X,Y)}.

Also recall that an operator T € L(Y, X) belongs to the adjoint ideal (A*,o*) if there
exists p > 0 such that for all finite dimensional Banach spaces Xy, Yy and for all V' €
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L(Ye,Y), U € A(Xo,Ys) and W € L(X, Xo) we have
| tr(WTVU)| < p||WI[|V]je(T).
It follows from a result of Pietsch ([33], lemma 3) that
(ALY, X),a%) = (A°(Y, X), o)

if both X and Y have the metric approximation property.

In this chapter we consider a generalisation of the concept “conjugate ideal”. The back-
ground is the following: Suppose A(X,Y) is a fixed component of a quasi-normed oper-
ator ideal (A, 1) on the family of all Banach spaces. We denote by AZ2(Y, X) (where A%
is the conjugate ideal) the operator dual space of (A(X,Y), n); hence T € AZ(Y, X) if
and only if the mapping

F(X,Y) > K:Sw—tr(TS)

is a p-continuous linear functional. If no confusion can arise, we write A% (Y, X) for the
operator dual space.

Moreover, if y is a linear topology on a vector space A(X,Y") of bounded linear operators
which contains F(X,Y’), then for each p- neighbourhood U of the origin we let

Ug:={T e L(Y,X) : |tr(TS)| <1,VS e UNF(X,Y)}
and then define the vector space
AS(Y,X) ==U{U;: U e U},

where U is a zero neighbourhood basis for the linear topology u. It is clear that T €
A2(Y, X) if and only if the mapping F(X,Y) — K : S — tr(T'S) is a p-continuous linear
functional. Thus we define the operator dual space for general topological vector spaces of
bounded linear operators between Banach spaces, when they contain the bounded linear
operators of finite rank.

Remark. If G and A are complete metrizable operator ideals such that G C A, then the
embedding G(X,Y) — A(X,Y) is continuous with respect to the corresponding ideal
topologies. It is thus easily verified that G2(Y, X) D A®(Y, X). By the closed graph
theorem, if G(Y, X) is closed in A(Y, X), then G4 (Y, X) = A2(Y, X).

We agree that in general, if either A is a topological ideal of operators or else, if a linear
topology on a subspace A(X,Y) of L(X,Y) is given, then A®(Y,X) will denote the
operator dual space of A(X,Y) with respect to the ideal topology or else, with respect
to the given linear topology.

The operator dual space may be regarded as the “operator version” of the so called
functional dual of a sequence space, which is especially considered and applied in the
context of FK-spaces (cf. [40] for more information). We somehow demonstrate this
statement later in the chapter when some inclusion theorems for F'H-spaces of bounded
linear operators are considered, where in this case H is the space L(Hy, Hy) of bounded
linear operators on Hilbert spaces which is endowed with the uniform operator norm
topology. Recall the definition of an F'H space:
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Definition 2.1.1 Assume given a fized vector space H which has a (not necessarily vec-
tor) Hausdorff topology. An FH space is a vector subspace X of H which is a Fréchet
space (hence a complete metrizable locally convez space) and is continuously embedded in
H, that is, the topology of X is larger than the relative topology of H.

The closed graph theorem is again the reason why one may conclude that the inclusion
of one F'H space into another is always continuous, the topological space H being fixed
of course. In particular, the topology of an F'H space is unique, so that there is at most
one way to make a vector subspace of H into an F'H space.

If F(X,Y) is dense in (A(X,Y), ), then with each T € A%(Y, X) we associate a con-

tinuous linear functional ¢r on A(X,Y) as follows:

First let

¢T(S) = tr(TS) \
forall S € F(X,Y); the linear functional ¢r is continuous on F(X,Y) with respect to the
induced p-topology. Then let ér be its unique continuous linear extension to A(X,Y).
The mapping T — ¢7 defines a linear isomorphism from .42 (Y, X) onto a subspace of
A(X,Y)*. Thus we have

Theorem 2.1.2 Suppose F(X,Y) is p-dense in A(X,Y). Then A®(Y,X) is linear
isomorphic to a subspace of A(X,Y)*. In case of A being a normed operator ideal, the
embedding is an isometry.

If X is norm one complemented in X** with norm one projection P : X** — X, then for
each ¢ € A(X,Y)* let R, : ¥ — X™* be the linear operator defined by

(Rs(y),a) =¢(a®y), VaeX*.

Put Ty = P o Rs. P” being an injection, it follows that ¢(S) = tr(TS) for all S €
F(X,Y). Thus T, € A2(Y.X) (and p®(T) < ||4|| in case of u being an ideal quasi-
norm). If moreover. in this case F(X,Y) is also dense in A(X,Y), then the linear
isomorphism T — ¢7 in the proof of the previous theorem is surjective. Thus we have
the following

Theorem 2.1.3 Suppose F(X.Y) is dense in A(X,Y). If X is norm one complemented
in X**, then A®(Y,X) is linearly isomorphic to A(X,Y)*. The linear isomorphism is
an tsometry in case of A being a normed operator ideal.

Omitting that F(X.Y") is dense in A(X,Y’) in the previous two results, the same argu-
ments show that if X is reflexive, then

APV, X)={Se L(Y.X):3¢p € AX,Y)",(Sy,a) = ¢(a®y),Va € X*,Vy e Y}.

The mapping A(X,Y)* — A2(Y,X) : ¢ = Ry is surjective in this case; if moreover the
p-topology is locally convex, then ¢ — R, defines an isomorphism if and only if F(X,Y)
is dense in A(X,Y).
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Proposition 2.1.4 Let (A(X,Y), u) be either a component of a quasi-normed operator
ideal or a metrizable topological vector space of bounded linear operators which contains
F(X,Y). We have the following inclusions:

(a) IfX is reflezive, then F(X,Y) C AS2(X,Y) = (AA)f(ﬁ)(X, Y), where (A2 (Y, X), 7 (6))
denotes the quotient space of A(X,Y)* (with respect to the mapping ¢ — Ry) with the
strong topology;

(b) if F(X,Y) is dense in A(X,Y), then (2.1.2) applies and A(X,Y) C A®2(X,Y),
where the strong topology of A(X,Y)* is restricted to A2(Y, X).

Proof = We prove (b) and omit the (similar) proof of (a): Choose an arbitrary T €
A(X,Y) and let lim, T, = T (with respect to u), for some sequence (7,,) C F(X,Y).
Consider any net {S; : § € Z} in F(Y, X) which converges with respect to the induced
B-topology (strong topology) of A(X,Y)* to S € F(Y,X). Let € > 0 be given. Since
the polar set B° of the bounded set B := {7, : n € N} is a zero-neighbourhood in the
B-topology, there exists an index dy such that

| tr(T,Ss) — tr(T,.9)] < % foralln=1,2,... and all § > 4.

Each S5 and also S are in A2 (Y, X), so that the mappings R +— tr(RSs) and R — tr(RS)
are continuous on F(X,Y) with respect to the u-topology. Fix any d > §p. There exists
no = no(d, S) € N such that

Itr(TnS,;)—tr(TS5)|<§ and |tr(TnS)—tr(TS)l<§-

for all n > ng. Hence from the triangle inequality we have | tr(T'S;) — tr(T'S)| < €. Since
this is true for all 6 > &g, it follows that the mapping

F(Y,X)—>K: R~ tr(TR)
is continuous with respect to the induced 3-topolgy. Hence T € A%4(X,Y). O

That F(X,Y) being dense in A(X,Y), is not a necessary condition for the inclusion
A(X,Y) C A®2(X,Y). This is illustrated by the following example:

Let (NM,v1) and (K, || - ||) be the Banach ideals of nuclear and compact operators, re-
spectively. The components (N(Y,X),») and (K(X,Y),||.||) are Banach spaces in
this case. If, for instance, X and Y are Hilbert spaces, then it is well known that
MY, X) = K(X,Y)* (cf. [23], 20.2.6 and 20.2.5). From (2.2) and the remark, we have
MY, X) = LA(Y, X). Hence

LA(X,Y) = NA(X,Y) = Mi(Y, X)' = L(X,Y).
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2.2 Operator dual spaces of some important classes
of operators

The discussion in [22] regarding conjugate ideals, concentrates on Banach ideals (A4, o)
of operators on Banach spaces. It is clear from the same paper and others in literature
that the conjugate ideal has important applications; for instance, although some of the
ideas of Gordon, Lewis and Retherford which are used in [22] go back to the theory of
tensor products as developed by Schatten and Grothendieck, their theory of conjugate
ideals allows the authors to prove many results without the hypothesis of the (metric)
approximation property. Unfortunately some characterisations in [22] of the components
of conjugate duals of several classical operator ideals still rely on the metric approximation
property on the underlying Banach spaces. This is because the continuity of the trace
functional with respect to the nuclear norm »; plays important role in establishing the
characterisations.

In recent papers (cf. for instance [25], and [27]) there was a new interest in proving
results on spaces of operators between Banach spaces and their duality, from an infinite
dimensional point of view. This was of course also the case in our discussion in Chapter
1 about the projections on dual spaces of spaces of operators. The effect of this is
that some known results of Grothendieck, J. Johnson and others in which the (metric)
approximation property on the underlying Banach spaces is critical, are generalised to
spaces of operators on Banach spaces without the approximation property. In some
instances weaker kinds of approximations are needed — for instance, by considering the
space L¥(X,Y) in stead of L(X,Y) in Chapter 1, we actually established the situation
where the weaker kind of approximation in the w’-topology is present. The existence
of various examples of Banach spaces without the metric approximation property, in
particular the counterexamples by Pisier to a conjecture of Grothendieck, motivates the
study in these references.

In this section we recall some classical examples of conjugate ideals and prove two propo-
sitions ((2.2.1) and (2.2.3) below) in which we remove the metric approximation property
from two results in [22].

Example 1. Let B, denote the closed unit ball in L(X,Y). T € L(Y, X) is integral if
and only if there exists a p > 0 such that

[tx(TS)] < pllS]l, VS € F(X,Y).

Hence,
7,(Y,X) = LA(Y, X) = K2(Y, X), isometrically.

If X is reflexive, then Z;(Y, X) (in other words, L2(Y, X)) and the space N;(Y,X)
of nuclear operators are isometrically isomorphic (cf. [23], 17.4.5; 17.6.4; 17.6.5). If
moreover, X has the approximation property then it follows from (2.1.3) that NV;(Y, X) =
KC(X,Y)*, which is a well known result of Persson-Pietsch and Grothendieck (cf. [23],
p.449). It is also well known that Z;(Y, X) = N (Y,X) if any one of the following
properties holds:
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(a) X is seperable and representable as the dual of some Banach space ([23], 17.6.6);

(b) X has the Radon-Nikodym property and is complemented in X** by a norm one
projection ([10], Cor. 10, p.235 and Th. 8, p.175);

(c) Y* has the Radon-Nikodym property and the approximation property ([10], Th. 6,
p. 248).

Hence in each case K2(Y, X) = N;(Y, X) holds.

Example 2. Let (A, o) be a (quasi-) Banach ideal of operators which admits a continuous
trace 7. In this case, since (F(X,Y),a) — (F(X),a) : S — TS is continuous with
a(TS) < ||IT||la(S) for each T' € L(Y, X), it follows that

(F(X,Y),a) = K: S > 7(TS) = tx(TS)

is continuous. Hence A% (Y, X) = L(Y, X). In fact it is clear from the definitions that a
quasi-normed ideal A is traceable if and only if A% = L. The ideal S; of 1-approzimable
operators is for instance traceable (cf. [23], p.442). Therefore S~ (Y, X) = L(Y, X).
Hence, if X is reflexive (or norm one complemented in X**), then S;(X,Y)* = L(Y, X).

Let X have the approximation property. Since in this case the linear functional F(X) —
K : R — tr(R) is continuous with respect to the nuclear norm on F(X) (cf. [23], p.406),
it follows that A*(Y, X) = L(Y,X). Furthermore, if X is also reflexive (or norm one
complemented in X**), then L(Y, X) = N1(X,Y)*.

In [24] (p.20) it is mentioned that a Banach space X has
(i) the approximation property if and only if N;*(X) = L(X);
(ii) the bounded approximation property if and only if I (X ) L(X);

(ili) the metric approximation property if and only if 7" (X) and L(X) are isometrically
isomorphic.
For a finite set {z1,...2x} in a Banach space X and for a finite set {ai,...,ay} in the

dual space X* of a Banach space X (or for denumerable sets in X and X*, respectively)
and for 1 < p < oo the following quantities are well known (and important!):

(1) () :=sup{(}; [(z:,a)P)? : a € X, [laf| < 1};

(i)  e((as)) == sup{(}_; [{z, a:)")? : 2 € X, [|zf| < 1};

(i) - mp((2)) := (3, l=allP) s

(iv)  kp((m:)) == sup{| X o;(mi, ai)| : @i € X', (@) < 1}, z+ 5 =1

Example 3. Let (NV,(X,Y),1,) and (P,(Y, X), m,) denote the Banach spaces of p-nuclear
and g-absolutely summing operators on the underlying Banach spaces, respectively. In
[22] it is proved (cf. [ 2], Theorem 2.5(b)) that N2 (Y, X) = P, (Y, X) isometrically (for
1< p,q< oo, with L gl 1 = 1) if either X or Y has the metric approximation property,
using both the contlnulty of the trace functional on F(X) with respect to the nuclear
norm and the equality of the nuclear norm and the integral norm in this case.
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We discuss the same example without the restriction (metric approximation property)
on the underlying spaces.

Proposition 2.2.1 Let X and Y be Banach spaces. The normed spaces NPA(Y,X ) and
P,(Y, X) are isometrically isomorphic for 1 < p,q < oo and 11—, — % = 1.

Proof Let T € P,Y,X). For S € F(X,Y) and each representation
S =% a;®1y; we have

(TS| < D llaallITwll < Nllasl) (< BIATYINE K)llo-

g=1

Hence

k
[ tr(T'S)| < inf{mp((a:)(< k))eg((:) (S K)) = § = Zai ® yi}7q(T) = vp(8)my(T).

Thus T € NA(Y, X). It is also clear that v (T) < 7y (T).

Conversely, let T € N2(Y,X); then ¢7(S) = tr(TS) defines a v,-continuous linear
functional on F(X,Y). Fix

() € 4(Y) == {(x:) € YN: ((g;,0)) € 4,Va € Y'}.
For each n € N and 7 € {1,...,n} there exists a; € X’ with ||la;|| = 1 and (Ty;,a;) =
| Tyi||. Put X; := ||Ty]|? ! for 1 <i<nmandletS:=)> 1, \a; ®y;. Then we have

D MlITwl = x(TS) < llérllup(S) < l19rll 3 1) 7eq((8:))-

=1
Hence 'y
ST ITwllD)e < llrlleg((4:))
3=
foralln € N; ie. T € Py(Y, X) and 7,(T) < ||¢7]| = v5(T). O

If X is norm one complemented in X**, then it follows from (2.1.3) that
No(X, X = PAY. X)

isometrically. Here the approximation property on X* is not needed in the proof as is
the case in the characterisation N,(X,Y)* = P,(Y, X**) in Theorem 6 of ([23], p. 448).

Example 4 Let /C, denote the operator ideal of p-compact operators (with 1 < p < 00),
i.e.
TeK,(X)Y) <= T=QoPwithPe K(X,#),Q € K(,Y).
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This operator ideal is extensively studigd in [16] and [17]. It is normed by the ideal norm
¢p(T) := inf || Q||| P]

where the infimum is taken over all such factorizations. Let (J,, j,) be the ideal of Cohen
g-nuclear operators, i.e.

T e J,(X,Y) <= 3p > 0such that x,((T'z;)) < peg((z:))

for all finite sets {z;,...,zx} in X. Here j,(T) := inf p. In [22] it is proved (cf. [22],
theorem 2.5(d)) that K2 (Y, X) = J(Y, X) isometrically (for 1 < p, ¢ < oo, with %—i—% =
1) if either X or Y has the metric approximation property, again using among other
things the continuity of the trace functional on F(X) with respect to the nuclear norm.

We discuss the same example without the restriction (metric approximation property)
on the underlying spaces. In doing so we make use of the characterisation of p-compact
operators in ([16], theorem 2.5). \

Let £(X*) := {(a;) € (X*)V: ((z,a;)) € P,Yz € X}. It is proved in [16] (also, see
Theorem 0.1.1) that T € K,(X,Y) < T =3 2 a; ®y;, where

(a;) € B(X™) :={(a;) € B(X") : ¢,((a;)(> k)) = 0 as k — oo}

and
(yi) € L2(Y) := {(ys) € L,(Y) : €((%:)(= k) — 0 as k — oo}.

In this case we have
¢p(T) = inf ep((a:))€q ((3:)),
where the infimum is taken over all representations of 7.

Proposition 2.2.2 Let X and Y be Banach spaces. Then K2 (Y, X) and Jo(Y,X) are
isometrically isomorphic (for 1 < p,q < oo, and with % + % == Lk

Proof LetT € J,(Y,X). For S € F(X,Y) and each representation of S in the form
S =31, 4 ® y; we have | tr(TS)] < &((@i)(< k))eg((9:)(< k))jo(T). Hence

k
| tr(T'S)| < inf{ep((a:) (< k))eg(v:) (S K)) : § = Zai ® yi}3o(T) = ¢p(8)5q(T).

Thus, T € K2 (Y, X). It is also clear that ¢*(T) < jo(T).

Conversely, let T € IC;}(Y, X); then ¢7(S) = tr(T'S) defines a c,-continuous linear
functional on F(X,Y) with ||¢7]| = ¢5(T). Fix (a;) € £,(X*). For any finite set

N
{y1,92,.-,yn} C Y, let S =3 a; ® y;. We have
=1

N
lZ(T?Ji,aiH =[tr(TS)| < ¢ (Dep((a:) (< N)eg (i) (< N)).

Hence, £q((Ty:)(< N)) < 5 (T)eq((%:)(< N)). This shows that T € J,(Y, X) and also

that j,(T) < 5 (T). a
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2.3 Quotients of gperator ideals.

Let A; and A, be operator ideals on the family of all Banach spaces. An operator
S € L(X,Y) belongs to the lefthand quotient A7! o A, if for all Banach spaces Z and for
all R € A;(Y,Z) we have RS € Ay(X, Z). Similarly, an operator S € L(X,Y) belongs
to the righthand quotient A; o AT' if for all Banach spaces Z and for all R € A;(Z, X)
we have SR € A3(Z,Y). Both the left- and righthand quotients are operator ideals.

If (A1, ;) and (Ajp, as) are quasi-normed operator ideals, then the left- and righthand
quotients are also quasi-normed ideals with respect to the quasi-norms

(a7t 0 03)(8) = sup{as(RS) : aa(R) < 1}

and
(a2 0 07%)(8) := sup{@2(SR) : a1 (R) < 1},

respectively.

Let X be a fixed Banach space. Throughout the section (A, @) is a complete quasi-
normed operator ideal. We define linear topologies on an ideal A(X) of bounded linear
operators (which contains F (X)) as follows:

(a) The left weak (A, A~ o Ag)- topology (which is denoted by o;) has a subbase for
the neighbourhoods of 0 consisting of the sets Ur := {S € A(X) : a(ST) < 1}, where T
runs through (A1 o Ap)(X).

(b) The right weak (A, Ag o A™1)- topology (which is denoted by o,) has a subbase for
the neighbourhoods of 0 consisting of the sets Wr := {S € A(X) : a(T'S) < 1}, where T
- runs through (A o A7) (X).

If (A, ) is an operator ideal which admits a continuous trace (hence, in this case tr :
F(X) — K is continuous with respect to the induced o-topology) then convergence
of a net in A(X) with respect to the o;-topology (respectively, o,-topology) implies
convergence to the same limit with respect to the weak operator topology. For instance,
if Ss = Sin (A(X),0;) and z € X, a € X* are given, then for ¢ > 0 there is an index &g
such that a((Ss — S) o (e ®z)) < € for all § > &p; hence it follows that

la(Sz) — a(Ssz)| = [tr((a®2z) 0 S — (a®z) 0 Ss)| = | tr(So(a®z) — Ss0 (a®x))| — 0.

Also, if tr : F(X) — K is continuous with respect to the a-topology, then for each T €
(A71oAp)(X) the linear functional S ~ tr(ST) is bounded on {S € F(X) : o(ST) < 1},
hence T € A2 (X); thus showing that

Proposition 2.3.1 If (4y(X), ) is given such that tr : (F(X), o) = K is continuous,
then
(A7 o Ap)(X) C AZ(X).
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Similarly, it follows in this case that

* (Ag 0 ATH(X) C AZ (X).

It is proved in [24] that if A is an injective (resp. surjective) operator ideal, then A® =
A"l oT, (resp. A® = I, 0 A71). Sometimes the inclusions in the last proposition are
equalities, as is for instance demonstrated in

Proposition 2.3.2 Let (Ag, ) be a complete quasi-normed operator ideal and (A, p)
a quasi-normed operator ideal. Suppose X is a Banach space such that the following
conditions are satisfied:

(a) F(X) is dense in (A(X), ).
(b) The mapping tr : F(X) — K is a-continuous;
(¢) There exists k > 0 such that

a(S) < ksup{|tr(QS)| : @ € F(X), [|Q]] < 1},
for all S € F(X).

Then
(A1 o A)(X) = A2 (X) and (Ag o A7) (X) = AL (X).

If X 1s reflexive, then

(A(X). o))" = (A7 0 Ag)(X) and (A(X),0,)* = (Ao 0 A1) (X).

Proof (A7 o A)(X) C AZ(X) follows from (2.3.1). Conversely, let Ty € AZ(X);
then Ty € (Ugr). (see §2, the definition of the operator dual space) for some ‘
R € (A7 o Ap)(X). We show that A(X) is contained in the o;- closure of F(X). Let
B := p~! o a be the quasi-norm on the operator ideal A~! o 4;. Consider arbitrary
S e A(X). Forany 0 # T € (A7 o Ap)(X) we have

0 # 3(T) := sup{a(PT): P € A(X),u(P) <1} < .

If Q € F(X) such that u(S — Q) < g7y (thus using condition (a)), then

a(ST - QT) < p(S - Q)B(T) < 1.

Thus it follows that F(X) = A(X). Hence for S € A(X) there is a net (Ss) C
F(X) which converges to S in (A(X),0;). For € > 0 there exists an index 7, such that
(S5 —S,) € eUg for all v,0 > vo; hence a((QSs — QS,)R) < € for all 4,y > 7, and for all
Q € F(X) with ||Q|| < 1. Since Ty € (Ug),, this implies that
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Thus it follows from (c) that a((Ss — Sy)To) < ke Vv,8 > . Because of the com-
pleteness of (Ay(X), @), this implies that the net (S;7p) converges with respect to the
a-topology in Ay(X). Since the same net converges to STy in the (weaker) weak operator
topology, it follows that STy € Ay(X).

The proof of (Ag o A™1)(X) = A2 (X)) is similar. O

Remark. If X is a Banach space with the approximation property, then the conditions
(b) and (c) of Proposition 2.3.2 are satisfied if we replace (Ap, @) by the Banach operator
ideal (N1,v1) of nuclear operators. We refer to [23] (18.3.4) and the remark following
Lemma 3 in [23] (§17.5) for this information. See also [34] (§6.8).

Let (S1,01) be the quasi-normed ideal of 1-approximable operators (cf. Chapter 0),
which is often called the trace class. This ideal admits a continuous trace (cf. [23],
19.8.7); in particular, the mapping tr : F(X) — K is oy-continuous. Although in general
no complete ideal-norm on S exists, it is true that (S, 01) is a Banach ideal of operators
on the family of Hilbert spaces. Moreover, in this case we have (S1,01) = (N, 1) (cf.
(23], 20.2.5). In [21] the concept a-dual A*(H) of an ideal A(H) of bounded linear
operators on a Hilbert space H is introduced. It is namely defined by

AX(H) == {T € L(H) : TS € 8,(H),¥S € A(H)}.
It is proved in ([21], Proposition 6, p.122) that
AX(H) == {T € L(H) : ST € 8,(H),V S € A(H)}.
From (2.3.2) follows that
(A7 0 S)(H) = (81 0 A™)(H) = A*(H)

for any quasi-normed ideal (A, i) such that F(H) is dense in (A(H), p).

2.4 Inclusions in F'H-spaces

Throughout this section, if X, Y are given Banach spaces, then we let H = (L(X,Y), ||.|])-
The components (A(X,Y), u) of Banach operator ideals (A, ) are F'H spaces of opera-
tors containing F(X,Y’). All FH spaces of operators, hence complete metrizable locally
convex subspaces A(X,Y) of L(X,Y) which are continuously embedded into H, are from
now on assumed to contain F(X,Y). As in the case of FK-spaces, it follows from the
properties of F'H spaces of operators (or components of Banach operator ideals) and the
closed graph theorem that

Proposition 2.4.1 Let (A;(X,Y),u1) and (A2(X,Y), uo) be FH-spaces of operators.
Suppose a subspace A(X,Y) of L(X,Y) satisfies the following conditions:

(a) AX,Y)C A(X,Y)N A(X,Y).
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(b) AX, V)" = A(X,Y).
(c) Vo€ Ai(X,Y)* there ezists 6 € Ax(X,Y)* such that 0/ ax,y) = &/ ax,y) holds.

Then the inclusion Az(X,Y) C A1 (X,Y) holds.

Proposition 2.4.2 Let (A;(X,Y), 1) and (A2(X,Y), u2) be FH-spaces of operators.
If X is reflerive and F(X,Y) is dense in Ay(X,Y), then

A(X,Y) D A(X,Y) < A5 (Y, X) D AR(Y, X).

Proof If A;(X,Y) 2 Ay(X,Y), then AS (Y, X) D AL(Y, X) by an earlier remark. To
prove the converse, we need only verify that for each 6 € A;(X,Y)*, the bounded linear
functional ¢, on Ay(X,Y) satisfies ¢g,(S) = 0(S) for all S € F(X,Y). Then it follows
from (2.4.1) that 4;(X,Y) D A(X,Y). O

Let the Hilbert spaces H; and H, be fixed and put H := L(H;, H;). In the following
examples we demonstrate how to apply (2.4.2) to find necessary and sufficient conditions
for an F'H-space A(Hi, Hs) of operators on the given Hilbert spaces to contain some
important classes of operators. Recall the definition of “Schatten class of index p”, for
1 < p < co. It is the restriction of the ideal of p-approximable operators to the family of
Hilbert spaces. A bounded linear operator 7" belongs to S,(H;, H») if and only if it can be
represented in the form Tz = ) a;(z, e;)g; for (o) € £ (¢ if p = o0) and orthonormal

=1
sequences (e;) and (g;) in H; and Hs, respectively. In this case the norm on S,(H;, Hz)

is given by 0,(T) = ||(ou)|l,. It is well known that a bounded linear operator 7' from
H; into H, belongs to S,(Hi, H») if and only if the scalar sequence ((T'e;, g;)) belongs to
P (respectively, ¢y if p = oo) for all orthonormal sequences (e;) and (g;) in H; and Ho,
respectively (cf. [23], p.453-454). In the following examples we make use of Theorem
20.2.6 in [23], which states that S,(Hy, Hy)* = Sy(Ha, Hy) for 1 <p < oo, 7+ =1 and
Sl(Hl, HQ)* = L(HQ, Hl)

We demonstrate the application of the operator dual to find necessary and sufficient
conditions for F'H spaces of operators on Hilbert spaces to contain the Schatten classes
of index p. In the following examples A(H;, Hs) denotes an F'H space of operators and
for all ¢ € A(Hy, H2)*, R, always refers to the operator defined in section 1 (proof of
Theorem 2.1.3) — from a Hilbert space Hs into a Hilbert space H; in this case and where
of course now we use the Riesz Theorem to represent the bounded linear functionals on
H;. Thus (Rs(y),z) = ¢(z@y) for all y € H, and z € H;.

It follows from (213) that KA(HQ,Hl) = K(Hl,HQ)* = Sl(HQ,Hl) (Cf [23], p456)
Hence by (2.4.2) we have

A(Hl,Hg) 2 K(Hl,Hz) —— AA(H2,H1) g KA(.HQ,Hl) = SI(Hz,Hl).

This shows that
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Proposition 2.4.3 For all Hilbert spaces H, and Hy we have

.A(Hl,Hg) i, K(Hl,Hz) <~ R¢ & Sl(Hz,Hl), Vo € A(Hl,Hz)*
— (dle;®g;)) €L, Vo € A(Hy, Ho)* VY orthonormal sequences (e;) C Hy, (g;) C Ha.

Let 1 < p,q < oo, with % + % = 1. As before, we have
S5 (Hs, Hy) = Sy(Hy, Ha)* = Sy(Ha, Hy)
and hence that

Proposition 2.4.4 A(Hy, Hy) 2 Sy(H1, Hy) < (é(e; ® g:)) € €4, Vo € A(Hy, Hp)*,
and for all orthonormal sequences (e;) C Hy and (g;) C Hs.

The Banach ideal of nuclear operators is the smallest complete normed ideal of operators.
On the family of Hilbert spaces it coincides with the Schatten class of index 1. Hence
A(Hy, Hs) D &1(Hy, Hy) holds for all Banach ideals A. In fact, for every FH space of
operators A(H;, Hy) containing F(Hy, H2) (in particular when A is a Banach ideal), it
follows as before that

SE(Ha, Hy) = 81 (Hy, Hy)* = L(H,, Hy)
and hence by (2.4.2) that

.A(Hl, HQ) 2 Sl(Hl,HQ) = R¢ € L(HQ, Hl), \V/QS € A(Hl,HQ)*.

However, it is easily verified that Ry is indeed a bounded linear operator for each ¢ €
A(Hy, Hy)*; hence the inclusion &;(Hi, Hy) C A(Hy, H,) holds for all FFH spaces of
operators.
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Chapter 3

Convergence of sections of weak
A*-sequences in Banach spaces

We continue our study of compact operators, but in this case for compact operators whose
domains are scalar sequence spaces. Due to the characterisations of compact operators
on sequence spaces in terms of vector sequence spaces (refer to Chapter 0), we have to
consider some results about vector sequence spaces first. Most of the material of the
present chapter are contained in the joint paper [3].

Consider an arbitrary Banach space X. The following two results (both depending on
the Bessaga-Pelczyniski selection principle, but with different proofs) are briefly discussed
in ([8] p 104-105):

a) L1 (X) C c{X} if and only if £} (X) = £}(X), hence if and only if each weak absolutely
summable sequence (also called weakly unconditionally Cauchy sequence) is uncondition-
ally summable. This is proved by using the fact that the second condition is equivalent to
X not containing ¢o isomorphically (cf. [9], p 45) — a result which follows from utilizing
the Bessaga-Pelczynski selection principle.

b) Let 1 <p < oo and  +; = 1. Then £,(X) C ¢o(X) if and only if &,(X) = £(X). In
the proof of this fact (due to Castillo) the Bessaga-Pelczyriski selection principle as well
as the isometric characterisation of £2(X) as the space K (£, X) of compact operators
and the fact that T : ¢ — X is compact if and only if ||T((Ans)i)|| — 0 if n — oo
whenever ((An;)i)n C £ converges weakly to zero if n — oo, are important. Hence, the
proof makes use of properties of weak null sequences in and compact operators on the
reflexive Banach space .

Our main result of this chapter includes both the above mentioned results and its proof
makes use of elementary sequence space properties only.

Theorem 3.0.1 2 (X) = £(X) (for 1 <p < o0) if and only if £(X) C co{ X}

Proof Let ¢ (X) C co{X}. Suppose, to the contrary, there is (z;) € £ (X) for which
ep((z:)(2 n)) = 0.
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That is there is an € > 0 such that €,((z;) (> n)) > 2¢ for all n. We construct an increasing
sequence ng < n; < ng < ... of natural numbers and a sequence (a,) C Bx~ as follows:
If ny, is given, take a; € Bx« such that

| (ax(2:)) (= ne)llp, > 3/2e.

Then by the AK-property, let nj; > ny be such that ||(ax(2:)) (= ne+1)|l, < €/2, hence

[ (ak(2:)) (e <& < Mea)llp 2 €

Thus for each k = 1,2, 3, ... there exists a norm one sequence (A¥) C B,y, with ]%—{— z% =1
(or (\¥) C B, if p= 1) such that

Nk41

Z IAF||ag(z:)] > e.

i=nk+1

It is easy to see that we may assume that each (\f) is a finite “block” sequence
(A®)(ng +1 <@ < mgoy) (with norm one). Put

NE41
By, T Z sgn(Aay(z:)) Nex;.
i=ng+1
Then
Nk+1
l26ll > lax(ze)] = > [Mear(zi)] > €
i=ng+1

for all k =1,2,.... We have to show that (2;) € 2 (X). To do so, take arbitrary a € X*
and (o;) € &7 (resp. (oy) € ¢ if p = 1). Direct calculation, for instance ;

(%) o An a7+ AL P+ a2 P+

Hao Xy, P+ < Iy,

shows that the sequenée

Tk41
k 1 1 )
E ay E Ajer pe= 40,0, 5.0, av) grennonig yon )l L, - -
k

i=nj+1
b BEARSYS )
is in ¢7' (respectively, c;). Hence
S
D lewllaz) <Y leel Y [M]la(:)] < oo
k k i=nj+1

Using that 7 = (/)% (if 1 < p < 0o0) and £ = ¢, it follows that (a(z;)) € £ for all
a € X*. Hence (2;) € £ (X), whereby ||zx|| == 0. We have a contradiction! O
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3.1 Sectional convergence of weak A*-sequences in
Banach spaces

Obviously, we would like to generalise our result in the previous section in order to obtain
a result for arbitrary BK spaces with the AK property. Let A be a DAK space and
assume AX(X) C co{X}, whereas AS(X) # AX(X). A careful glance at the proof of
the previous result reveals that we may proceed as in the proof of (3.0.1) to construct
the sequence zx := Y %+ | sgn(Max(z:))Afz; (with [|24]| > € for all € > 0). Let uy :=
Dot i Me;. Then {uy : k =1,2,...} is a normalised (|luglls = 1 for k = 1,2,...) block
basis of the standard unit vector basis {e; : ¥ € N} of A. In order to show that the
sequence

Nk+1
gl O 1 1 2 2
E ak< E /\iei) =(0,0,...0,1);, 11, -, Qa Xy, Qs gy 007, )
k

i=ng+1

is in A, we formulate the result as follows:

Theorem 3.1.1 Let X be a Banach space. Let A be a DAK space such that each nor-
malised block basis of the standard basis is equivalent to the standard coordinate basis.
Then AX(X) = AX(X) if and only if AS(X) C co{X}.

The conditions of Theorem 3.1.1 call for a result which will indicate to us when we can
expect to have AX(X) C co{X}.

Theorem 3.1.2 Let A be a DAK space. Suppose ¥ is a BK space with AK property
such that every block basis of the standard basis {e, : n € N} in ¥ is equivalent to
{en:n € N}. Let % € A*. Then AX(Z) C cp{Z}.

Proof By contradiction. Suppose A%(X) € co{X}. Hence, let ((a;;)i); € AX(Z) such
that ||(ci;)ills = 0 if j — oo. Since A* has AK we have A* C ¢y. For each (5;) € = we
have (((ai;)i, (6:))); € A*. That is (c;;); — 0 if j — co. By the property of Pelczyniski
([31], Proposition 1.a.12) we have a subsequence of ((;;);); which is equivalent to a
block basis of the standard basis {e, : n € N}. However, the subsequence is also in
AJ(Z). Hence this implies that {e, : n € N} € AX(XZ). This, however is impossible
since if we take (§;) € E*\A*, then we have ((en, (6:;)))n = (6n)n &€ AX. We have a
contradiction! Hence AX(X) C cp{Z}. O

Corollary 3.1.3 f A=cpor A= (1<p< o) and X = withl <r < p < o0,
then AS(Z) C co{Z}.

Proof Ais a DAK space. Every block basis of the standard basis {e, : n € N} in
T is equivalent to {e, : n € N}. Also £* = ¢~ (where £ + £ =1) and A* G ¢"'. Hence
from Theorem 3.1.2 we have A (£") C ¢o{¢"}. O
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Our result 3.0.1 leads to easy and short proofs of the above results (A) and (B). Moreover
one may extend the results to a more general setting of operators on BK spaces and also
consider similar results for certain Orlicz sequence spaces.

Notice that the cases A = ¢y and A = (1 < p < o0) are included in Theorem 0.0.1. It
follows from Theorem 0.0.1 that if both A and A* have AK, then K(A, E) = L(A,E) if
and only if AX(E) = AX(E). Hence the results (A) and (B) above are direct consequences
of Theorem 3.0.1 and Theorem 0.0.1. Moreover, it follows from 3.1.1 and 0.0.1 that:

Proposition 3.1.5 If A satisfies the conditions of Proposition 8.1.1, then K(A,E) =
L(A, E) if and only if AX(E) C co{E}.

3.2 Orlicz sequence spaces

The results of the previous section may also be considered in the context of Orlicz spaces.
We recall (from [31]) the definition of Orlicz function and some basic facts. A continuous
non-decreasing convex function M : [0, 00) — [0, 00) is called on Orlicz function if M (0) =
0 and limy o M(t) = oc. For a given Orlicz function M, £,; denotes the vector space of
all sequences of scalars (o;) such that

Z <IOZL|) < oo for some p > 0.

n=1

The Banach space £;;. when equipped with the norm

el == inf{p >0 ZM (%) <1},

n=1

is called an Orlicz sequence space. The unit vectors form a symmetric basic sequence in
L. The vector space hyy consisting of those sequences (o;) € ¢), for which

- |an|

>our(12) <o

=l 0

for every p > 0 is a closed subspace of ), and the unit vectors {e, }52, form a symmetric

basis for hjs; in particular. hy; has the AK-property. An Orlicz function M is said to
M(2t)

satisfy the As-condition at zero if lim;_, o <X

In this case ¢j; = hyps. Recall that if M and M* are complementary Orlicz functions, then
(har)* is isomorphic to £,;- and that hy, is reflexive if and only if both M and M* satisfy
the A, condition at zero.

Two Orlicz functions M; and M, are equivalent at zero if there exist constants & > 0,
K > 0 and t; > 0 such that, for all 0 < ¢t < ¢y, we have

K" My(k™'t) < My(t) < K My (kt).
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M, and M, are equivalent at zero if and only if £5;, = {5, (hence the two spaces consist
of the same sequences and the identity mapping is an isomorphism between them) (cf
[31]). Also, the unit vector bases of hy, and hy, are equivalent in this case. There
are many instances where an Orlicz function M is defined only in a neighbourhood of
zero (for ¢ < to for instance). The function M can then be extended for ¢t > ¢y so that
it becomes an Orlicz function on the entire positive line. The corresponding spaces &
and hy, will be the same regardless of the way we have extended M, with the norms
associated to two different extensions being equivalent. For example if M (t) = t?|logt|®
(for 1 < p < 00), then M* is equivalent to the function ¢ — t?|log¢|*~9), where p and ¢
are conjugate numbers.

An Orlicz sequence space £y, is topologically isomorphic to #(1 < p < oo) if and only if
M is equivalent to M, such that M,(z) = zP. Notice that in this case

My (zy) = Mp(z) My(y)

for all z,y > 0. Thus M, is an example of an Orlicz function which is submultiplicative
at 0. It is namely said that

Definition 3.2.1 An Orlicz function M is submultiplicative at O if there are constants
K >0 and € > 0 such that

M(st) < KM(s)M(t), Vs,t <e.

Following are examples of Orlicz functions (which are discussed in [31] for different rea-
sons) that are submultiplicative at O:

(1) If 1 < p < oo and N,(t) = t*(1 + |logt|), Np(0) = 0 then
Np(ts) < Np(t)Ny(s) Vs, t > 0.
(2) If1 <p< o0, > 0and M(t) =t*|logt|*, M(0) =0 then M is an Orlicz function

on some interval [0, o] and can be extended to an Orlicz function on [0, co). In this
case the space ¢, is reflexive. Moreover,

M(ts) < M()M(s), if s, — 0.

(3) If M is the function in (2), then the Orlicz function M* is equivalent to

11
N :t =2 logt]*9, - 4+ — =1.
P q

As before
N(ts) < N(t)N(s), if s,t — 0.

The proof of (3.0.1) will go through for Orlicz sequence spaces generated by Orlicz func-
tions which are submultiplicative at 0. This fact is formally stated in
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Proposition 3.2.2 Let M be an Orlicz function which is submultiplicative at 0 and
put A = hy. If AX has AK, then AX(X) = AX(X) if and only if AS(X) C co{X}.
In particular, if the Orlicz function M 1is submultiplicative at 0 and M and M* are
complementary Orlicz functions such that ky; = hp- — this is for instance the case when
both M and M* satisfy the Ao-condition at zero — then (has)w(X) = (hum-)c(X) if and
only if (has)w(X) C co{X}-

Proof The proof is similar to that of 3.0.1. In this case however we replace (*) in the
proof of 3.0.1 by

(%) M (————'aN’\’]LVN”[>+- +M les Ay, - 2
p p
N+1
M <|QN+1)‘;;+1+11) b M <|aN+1:r]:7;:2 ) e

p

<KY M ('O‘"*) < oo
=N
where (a;) € A= hyr and K > 0 and N € N depend on the given p > 0. O

In the setting of Orlicz spaces one can actually formulate a more general version of (3.1.1).
This will follow after the introduction of some notions.

We refer to the book of Lindenstrauss and Tzafriri (cf. [31]) page 141. Starting with an
Orlicz function M it is there showed how we can associate with any normalised block
basis {u;}52, of the unit vectors in £)s an Orlicz function N such that hy is topologically
isomorphic to the closed subspace of £); spanned by a suitable subsequence of {u,}.
Moreover, if

Nk+1
iy = Z )\fei,
1=ni+1
then the map I¥ : £y — £ defined by
Iﬁ,{((az)) = (0, Sy O, al)\}hﬂ, a1/\,1n+2, S al/\}lz, 02)\%2+1, sy O!Q)\is, e )

is an isomorphism from £y into £j;. We agree to say that the Orlicz sequence space hy
is generated by a normalised block basis of the unit vector basis of hyy.

Definition 3.2.3 Suppose hy =~ [w;]2,, where {u;} is a suitable subsequence of a block
basis of {en} in an Orlicz sequence space hy; and where the isomorphism is given by the
mapping I3 above (i.e. hy is generated by a block basis of the unit vector basis of har).
We call (y;) an N-block sequence of (z;) € XN if

Nk+1

Y = Z /\fl‘l

1=ng+1

53




Proposition 3.2.4 Let M be an Orlicz function such that both M and M* satisfy the
A,-condition at zero (equivalently, hyy is reflexive). Then we have

(Rar)w(X) = (h3g)e(X)

if and only if for each Orlicz sequence space hy generated by a normalised block basis of
the unit vector basis of har and for each each N-block sequence (yx) € (hy)w(X) of some
(z;) € (hyp)w(X) we have (yx) € co{ X}

Proof  Suppose (hy)w(X) = (h})c(X). Let Ay = [ug]32; where the block basis
{ur}2, and the isomorphism I : hy — hys are defined as before. Consider (y;) €
(RX)w(X) with gy = S%+ Ak, for some (z;) € (h);)w(X). Then

i=np+1 "\

Nk+1

sup |a(ys)] < sup Y [MFla(zi)]
lell<1 lall<1 ;5

Sup [I(a(:)) (e + 1 < 4 < ngat)llpx

% eh;&((xi)(i >ng)) = 0if £ — oo.

Il

IN

Conversely, assume that to the contrary, there is (z;) € (h};)w(X) for which
eny, ((z:)(Z n)) = 0.

That is there is an € > 0 such that eh;&((xi)(?_ n)) > 2e¢ for all n. Using the AK property

of hy- = hy;, we construct an increasing sequence ng < n; < np < ... of natural numbers
and a sequence (z;) € XV, with

MNp41

— E k
R = )\l T,

i=nk+1

such that [|2|| > € for all & € N and ||(AF)(nx < ¢ < nga)lpx =1 for all k € N. Now

let hy be an Orlicz sequence space generated by the normalised block basis {ux}5,
up = Yot Me;. We see that (z) (or a subsequence of (zx) if necessary) is an N-
block sequence of (z;). Furthermore, if (o;) € hy, then

1 1 1 2 2
(0,..-, 0,005 1q, 00K, dos b S@RBE RO AL g - - O0AG - ) € Bag,

Hence we have

oo} o0 Nk+1
> loxllaz)] < Y lewl > IM]la(zi)] < oo
k=1 k=1 i=ng+1

Thus it follows that (a(zx)) € hy for all @ € X*. Hence (2) € (hy)w(X), whereby
lzk|| - 0. We have a contradiction! O
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Remark It is now clear that the results of Ansari (in the paper [2]) can also be considered
in the context of X-valued operators on Orlicz sequences spaces. Once the conditions of
Proposition 3.2.2 or Proposition 3.2.4 are satisfied, one may formulate (as in Proposition
3.1.5) a result which states when K (hpr, X) = L(hps, X).
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Chapter 4

Absolutely summing multipliers

4.1 The sequence space m(FE)

In the paper [14], Fourie introduced the concept of absolutely summing multiplier of a
Banach space F as follows:

Definition 4.1.1 A sequence (&) € w s called an absolutely summing multiplier of E
if (&x;) is absolutely summable in E whenever (z;) is weakly absolutely summable in E;
hence (&z;) € LA(E) for all (z;) € £L(E).

The scalar sequence space of all absolutely summing multipliers of E is denoted by
m(FE). It is a vector subspace of £*° such that ¢! C m(F) (cf. the proof of Theorem 4.1.3
below). For each sequence (z;) € £L(E), the scalar sequence (||z;||) is by definition of
the absolutely summing multipliers‘in the Kéthe dual space m(E)* of m(E). Therefore
it is clear that m(E)** C m(E) — hence the scalar sequence space m(E) is perfect. The
space m(E) is a complete normed space with respect to the (operator) norm

(€l := sup{mi((§iz:)) : ea((2:)) < 1}

A proof for the completeness of a more general space of (A, ¥)-summing multipliers will
be discussed in chapter 5. Clearly, if E' has finite dimension then £} (E) = ¢1(E), so that
Ml E )= £, ‘

Recall that a sequence (z,) C E is said to be unconditionally summable if 3, Ts(n)
converges in F, regardless of the permutation o of the indices. We refer to [9] (Theorem
8, pp 45) for a proof of the fact that each (z;) € £ (F) is unconditionally summable if
and only if F does not contain a copy of cy.

Using the well known Dvoretzky-Rogers Theorem, it is proved in [14] that for any infinite
dimensional Banach space £ we have

& Cm(E) C 2

We recall the important
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Theorem 4.1.2 (Dvoretzky-Rogers Theorem, [11] pp 2) Let X be an infinite dimen-
sional Banach space. Then no matter how we choose (\,) € €2 there is always an uncon-
ditionally summable sequence (x,) in X with ||z,|| = |An| for all n.

Theorem 4.1.3 ([14], Proposition 2.4) Let E be an infinite dimensional Banach space.
Then ¢ C m(E) C £2.

Proof Let (o) € £*. Since each (z,) € ¢L(F) is norm bounded in E, it follows that
Y o s llomzp|| < 0o. Hence (o) € m(E).

Conversely, let (a,) € m(E). For (8;) € £2 there is by Theorem 4.1.2 a sequence (z;) €
¢l (E) such that |G;| = ||@;|| for all : = 1,2,.... Then (o;z;) € £1(F). Hence it follows
that > oo |aiBi] < co. Since (f;) € £ was arbitrary, it is clear that (o) € (¢2)* = 2. O

There are several Banach spaces for which the space of absolutely summing multipliers
turns out to be £2. In fact, it is easy to characterise the family of Banach spaces E for
which m(E) = ¢2. First we recall the so called Orlicz property:

Definition 4.1.4 (cf [9], pp 188) A Banach space E is said to have the Orlicz property
if all unconditionally summable sequences in E are in the space £2(E) of 2-absolutely
summable sequences.

Example 1 There are numerous examples of Banach spaces having the Orlicz property.
In fact, by a result of B. Maury (cf. [9], pp188) this property characterises Banach lattices
with cotype 2 (we refer to the remark after Theorem 1.1.8 in this work for a definition
of “cotype p”). All Banach spaces having cotype 2 have the Orlicz property. We refer
to [11], pp 217 for the definition of type p and the original definition of cotype p. It is
known (cf. [11], pp 220) that E* has cotype 2 whenever E has type 2. Hence if E has
type 2, then E* has the Orlicz property.

Since the Banach lattice ¢y has no finite cotype, it is clear from the above discussion that
co does not have the Orlicz property. Hence it is a necessary condition for a Banach space
with the Orlicz property not to contain a copy of cg.

We are now ready to characterise the Banach spaces for which the space of absolutely
summing multipliers is £2.

Theorem 4.1.5 Let E be an infinite dimensional Banach space. Then m(E) = £? if and
only if E has the Orlicz property.

Proof Let m(E) = ¢°. Then if (z,) € £,(E), it follows that 3 Joy,))|z,)) < oo for all
(an) € &,. Thus (([z,[]) € €5 = 4.

Conversely, suppose E has the Orlicz property. From the above discussion it is clear
that each (z;) € £,(E) is unconditionally summable; thus ¢ (E) C ¢2(E). Hence
> ey laulllz:]| < oo for all (z;) € £L(E) and all (a;) € £2. Therefore we have m(E) D £2.

d
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Remark Since both m(E) and ¢? are BK-spaces, it follows in particular that they are
also topologically isomorphic if E has the Orlicz poperty.

Lemma 4.1.6 Suppose the Banach space E is topologically isomorphic to a closed sub-
space of the Banach space F'. Then

m(F) C m(E).

Proof Let I: E — F be the topological isomorphism and take K > 0 a real number
such that ||z|| < K||Iz]|| for all z € E. Let (o;) € m(F). For (z;) € £%(F) put Iz; = y;
for all ¢. For each a € F™ it follows that

(yi,a) = (Izs,0) = (zi,a0 1)

with a o I € E*. Hence it is clear that (y;) € £; (F). Finally it follows that
Y laslllall < K leslllmll < oo;

thus (o;) € m(E). O

Example 2 The Banach spaces which contain isomorphic copies of ¢y are excluded
by the Orlicz property. But it is easily verified (using the fact that (e;) € €% (co)) that
m(co) = £*. Also (by the last lemma) m(F) C m(FE) if E is topologically isomorphig;,to a
subspace of F. Thus m(E) = ¢! for all Banach spaces F which contain isomorphic copies
of Co-

Adjusting the proof of (4.1.5), we obtain conditions for m(E) = ¢? (with 1 < ¢ < 2) to
hold:

Proposition 4.1.7 Let 1 < q < 2. Suppose E is an infinite dimensional Banach space
such that ‘

(i) there exists a real number K > 0 such that for all (c;) € P (with 1—1) + % = 1) there
ezists (x;) € (L(F) with |o;| < Kl|z;|| for all i;

(ir) £,(E) € &(E).

Then m(E) = 9. Being BK -spaces, it follows that the norms on m(E) and £9 are equiv-
alent in this case.

Proof Let (o;) € m(E) and take arbitrary (5;) € #P. There exists (by (i)) a sequence
(z;) € £,(E) such that
16| < K||zy|| for all: = 1,2, ....

Now, (a;l|z;]]) € £'. Thus
> Bl < K lelllzsl] < oo
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Since (¢;) and (B;) were arbitrary chosen, it follows that

m(E) C ()% = £°.

Conversely, let (o;) € £9. Take (z;) € £%(FE). Then by (ii) we have (||z;||) € ¢. Thus
Y. las]l|zi]] < co. This shows that (o) € m(E). O

From a result of J.P. Kahane (cf. [9], pp 141) it follows that property (ii) is satisfed
by Banach spaces of cotype p. The space 7 (with 2 < p < 00) is easily seen to satisfy
both the properties (i) and (ii). So we may conclude that m(#”) = £? where % + % =1
Moreover, we have

Y Proposition 4.1.8 Let E be an infinite dimensional LP-space, where 1 < p < oo. Then

m(LP) = £° where s = min{2, q}, with % = é =

Proof @ When 1 < p < 2, the space F has cotype 2. Thus by Theorem 4.1.5 we have
m(E) = £2. For 2 < p < oo the property (ii) in (4.1.7) is satisfied by Kahane’s result,
since E has cotype p in this case. This also follows from Corollary 10.7 in [11], pp 200.
Furthermore, ¢P is topologically isomorphic to a closed subspace of E; thus there is an
isomorphism I : ## — E into FE and a number K > 0 such that ||(a)||, < K||I((a))|| for
all (o) € ¢P. Let (o;) € #. Put z; := I(eye;), for t = 1,2,.... Then |o;| < Kl|zs|| for
all 7 and (z;) € €. (E) since (aje;) € £L(¢P). Thus the property (i) in Proposition 4.1.7
is also satisfied. We have m(LP) = ¢9. When p = oo, then m(E) = ¢}, since then F
contains an isomorphic copy of c¢y. : O

We saw that m(¢f) = ¢9 for p > 2 and ; + ; = 1 and that m(#) = £2if 1 < p < 2.

Thus it follows that m((¢7)*) C ¢° for 1 < p < co. How general is this result for sequence
spaces? Our next proposition shows that this is indeed a very general result:

Proposition 4.1.9 Let A be a perfect sequence space satisfying

(a) There ezists a norm || - ||s on A such that (A, ] - ||a)* = A*.

(b) lim inf ||e}||a~ > O, being e the sequence (0,0,...,1,0,...) (1 in the n-th place)
n—oo

and || - ||a~ the dual norm of || - ||a.

Then m(A*) C A.

Proof  If (6,) € AX, then (0,ei) € £L(A*). In fact, for all (z,) € A, we have
Yoo (@), 0nei)| = D ory |0n@n| < co. This implies (dne€k) € £, (A*). Hence

n=1

> lonlllonesll < 00, for all (an) € m(A%).

n=1
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Choose ¢ > 0 and ng € N so that |le|| > ¢ > 0, for all n > ng. If (o,) € m(A*), then

1 %
- Z || ”(Snen“ < o0,

n>no
so that
o> Y laalltal 2l > T a1l
n>no n>no
Hence Y o7, |an||n| < 00, ¥V (6,) € A*. Thus (o) € A = A. O

Remark: It is clear from the proof of (4.1.9) that for a non perfect sequence space A such
that the conditions of the proposition are satisfied, the inclusion becomes m(A*) C A**.

From Lemma 4.1.6 follow some interesting observations, which we summarise in the
following

Proposition 4.1.10 Let E be a closed subspace of the Banach space F. Then
(a) If E is complemented in F, then m(F) C m(F/E).
(b) If E is complemented in F, then m(F*) C m(E*).
(¢c) m(F*) € m(E*) = m((F/E)").

Proof (a) The quotient space F/E is isomorphic to a closed subspace of F' (which
is complementary to E). Thus by Lemma 4.1.6 we have m(F) C m(F/E).

(b) The normed space E* is (isometrically) isomorphic to the quotient space F*/E*,
where the annihilator E* is a (closed) complemented subspace of F* (cf. [7], pp 132-133).
Thus by part (a) we have

m(F*) C m(F*/E*Y) = m(B*).

(c) The annihilator E*+ of E is a closed subspace of F*. Thus by Lemma 4.1.6 we have
m(F*) C m(E*). Also, (F/E)* is (isometrically) isomorphic to E+ (cf. [7], pp 132). O

The result in (4.1.10(b)) is not in general true for non-complemented subspaces E of F.
This is illustrated by the following example.

Example 3 From the paper [38] we know about the existence of Banach spaces X such
that X contains an (isometric) isomorphic copy Y of ¢! and such that both X and X*
have cotype 2. For such a Banach space X we have

(X m( X = P
However, m(Y*) = m(£*) = £. Thus m(X*) € m(Y™).
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4.2 The sequence space \x and its relation to m(X*)

In the first definition of this section, the reader is reminded of the concept “range of a
vector measure”.

Definition 4.2.1 The range of a vector-valued measure is defined to be the set of the
form

rg(F):={F(E): E € X}

where ¥ is a o-algebra of sets and F is a countably additive measure on X with values in
an appropriate Banach space X .

Let A be a subset of a Banach space X. The phrases “A is in the range of a vector
measure (of bounded variation)” and “A lies in the range of a vector measure (of bounded
variation)” have different meanings. A is in the range of a vector measure if there exists
a o-algebra ¥ and a vector measure F' : ¥ — X such that A C rg(F’), whereas “A lies in
the range of a vector measure (of bounded variation)” is defined as follows:

Definition 4.2.2 (cf. [36], Pifieiro 1995) Let X be a Banach space. We say that a subset
A of X lies in the range of a vector measure of bounded variation (we shorten to a vector
buv-measure) provided there exist a Banach space Xy, an isometry J : X — X, and a
vector measure F : ¥ — X with bounded variation so that J(A) C rg(F).

It is clear that to say a subset A of a Banach space X lies in the range of an X-valued
measure is the same as to say that A is in the range of a vector measure.

For a fixed Banach space X, the sequénce space Ax is defined as follows:

Definition 4.2.3 (Marchena and Pifieiro, [32]) A scalar sequence (;) belongs to Ax if
and only if for every null sequence (z;) in X, the sequence (a;x;) lies in the range of
some X -valued measure with bounded variation.

The sequence space Ay is easily seen to satisfy /' C Ax C £*. The paper [36] contains
some very important information about sequences in the range of a vector measure.
Following is a statement of one of the main results in that paper.

Theorem 4.2.4 ([36], Pineiro 1995, pp 3329) Let X be a Banach space. For a bounded
sequence (z,) in X, consider the linear operator T : (ay) € €' — Zanz, € X. The
following assertions hold:

(1) (zn) is in the range of an X -valued bv-measure if and only if T is Pietsch-integral.
(it) (zn) lies inside the range of a vector bu-measure if and only if T is 1-summing.

(111) (z,,) lies in the range of an X**-valued bv-measure if and only if T is integral.
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Definition 4.2.5 A series .z, in a Banach space X is called weakly unconditionally
Cauchy(wuC) if, given any permutation m of the natural numbers, (3 ;_; Trk)) s o weakly
Cauchy sequence. This is equivalent to Y oo, |{Zn,z*)| < 00 for all z* € X*.

From the last definition it is clear that a series Yz} in X* is weakly unconditionally
Cauchy if >0 | |(z},z**)| < 00 , V 2** € X**. A sequence (z}) in X* is said to be weakly
absolutely summable (or in £ (X*)) if > [(zk,z)| < 0o V z € X. Alternatively, the
series Y >, z¥ is called weakly absolutely convergent in this case.

It is possibly general knowledge (at least for Analysts) that weakly absolutely convergent
series in X* are indeed weakly unconditionally Cauchy (and the converse is of course true
by definition). Since we do not find a reference for the proof of this fact in the literature,
we present one here.

Lemma 4.2.6 Consider any Banach space X. Weakly absolutely convergent series in
X* are unconditionally Cauchy.

Proof  Let (a;) € £1(X*). Take any z** € X**,||z**|| < 1. Then there exists a net
(z5) C X with ||zs]| < 1 for all §, such that z; — z** with respect to the weak* topology
o(X**, X*). For m € N we thus have,

But
Y Kzsa)l < D lws i)l
i=1 i=1
< sup Z {z,a;)| = €1((a;)) < oo, forallm e N, V6.
[lz|<1 i=1
Therefore

m
e tup > as,as)]
i=1

< 61((0,1;)) < 0.

=1

Hence Y 2, |(z**,a;)| < oo. Therefore Y, a; is a weakly unconditionally Cauchy series
in X*.

g
Although the authors of the paper [32] do not mention the space m(X) (which was intro-
duced in the paper [14]), their main result in [32] gives in fact an important connection

between the spaces m(X*) and Ax. We recall both the result and its proof.
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Theorem 4.2.7 ([32], Marchena and Pifeiro, Theorem 1) Let X be a Banach space and
let (o) be a bounded scalar sequence. Then (o) € Ax of and only if > 2, |aill|2f|
converges for all weakly unconditionally Cauchy series ), z% in X*.

Proof Let (a,) € Ax. By (4.2.4) we can define a linear map U from (cp)s(X) into
PI(L, X) by

V(@) = Y ouel @3

U is continuous, since it has closed graph. The space NV (£}, X) is isometric to a subspace of
PI(£*, X) (cf. [23], pp 410). Hence, since U maps each finite sequence (z1, T, . . ., Zy, 0, ... )
onto a nuclear operator, the continuity of U yields U((¢p)s(X)) € M(€Y, X). Thus we
consider U as a bounded linear operator from (cq)s(X) into N'(¢}, X). Its dual operator
U* takes L(X, (£*)**) into £2(X*) (cf. [23], pp 449); in particular U*(L(X, £')) C £1(X™*).
By trace duality and the isometric identification of L(X, ¢*) with £%(X*), we have:

({U*((7)), (zn)) = tr(ZaﬂE‘@wi)

= Zai@i,f?)
= ((auz}), (2:))

for all (z;) € (co)s(X). Hence U*((z})) = (auz}), for all (z}) € £1(X*). We have obtained
S laslllzf]] < oo for all (z}) € £, (X™).

o0
n=1

Conversely, suppose >

lan|||zk ]| < oo for all (z) € £ (X*). We consider the operator
V defined by ‘

Vi) z®en € K(X, 4) = (omzh) € £(X7).

n=i

Dualising we obtain
V* R (X*) = Z(L X*).

Again we use the trace duality to show that

V(@) =D e ® ozl € I(£, X™)

n=1

for all (z}*) € £2°(X**). In particular,

V*((zn)) = Ze; ® T, € Z(L, X*)

n=1
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for all (z,) € (co)s(X). By Theorem 8 in [10](pp 233), this implies that V* maps con-
tinuously (co)s(X) into Z(£*, X). As before, actually V* maps (co)s(X) into M(¢}, X) C
PZ(£*, X). By Theorem 4.2.4 this concludes the proof. O

It clearly follows from Theorem 4.2.7 that
Theorem 4.2.8 For any Banach space X we have m(X*) = Ax.

Corollary 4.2.9 The bounded scalar sequence (;) is in m(X™*), if and only if for all
null sequences (z;) in X the sequence (a;x;) is in the range of some X -valued measure
with bounded variation.

Realising the relationship in Theorem 4.2.8, several results in the paper [32] now follow
easily from corresponding results (with easy proofs) in the previous section. For example:

Proposition 4.2.10 If X is an infinite dimensional Banach space, then \x s perfect
and & C Ax C £2.

Proof  This is so since m(X*) is perfect and by Theorem 4.1.2 we have £! C m(X*) C
. O

Proposition 4.2.11 If X is an infinite dimensional Banach space, then
(i) Ax = €% if and only if X* has the Orlicz property.
(1) Ax = £' if X is a Banach space whose dual X* contains an isomorphic copy of co.

Proof (i) This is so since m(X*) = £2 if and only if X* has the Orlicz property by
Theorem 4.1.5.

(ii) This is so because m(X*) = ¢! for all Banach spaces X for which X* contains an
isomorphic copy of ¢y — this was discussed in Example 2 of the previous section. O

Proposition 4.2.12 Let p € [1,00] and suppose X is an infinite dimensional LP-space.
Then Ax = £°, where s = min{p, 2}.

Proof For p > 2, the result follows from (4.2.11) since X* has cotype 2. For1 <p < 2
the result follows from Proposition 4.1.8, since X* is an infinite dimensional L?-space,
with ;}—f—%-——l and m(X*) = /7. O

Proposition 4.2.13 Let X be a Banach space. If Y is a closed subspace of X, then
Ax € Axyy-
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Proof By Proposition 4.1.10 we have

m(X*) € m((X/Y)")-

The inclusion Ax«» C Ax is obvious (it is also clear from Lemma 4.1.6, using that X* is
a closed subspace of X**). On the other hand, the authors in [32] use the fact that for
(eii) € Ax the operator > e} @ z:* is in Z(£', X**) to see that (a;) € Ax«-. Thus they
prove that Ax = Ax--. Now we may apply their result to conclude that

Proposition 4.2.14 Let X be a Banach space. Then

m(X*) = m(X™).

A close look at the first part of the proof of Theorem 4.2.7 reveales that if (o;) € My,
then Y 2, oyef ® z; € N (£, X) for all (z;) € (co)s(X). Conversely, if 20, aue} @ z; €
N, X) CPZ(4, X) for all (z;) € (co)s(X), then by Theorem 4.2.4 the sequence (c;z;)
is in the range of an X -valued bv-measure for all (z;) € (c)s(X) — thus (o;) € Ax in this
case. Thus we have:

Corollary 4.2.15 Let X be a Banach space. Then

(0i) € m(X*) <= Y e} ® z; € N(&, X)

=1

for all (z;) € (co)s(X).
In particular, this says that
Corollary 4.2.16 Let X be a Banach space. Then

(0:) € M(X™) == Y e} @ 7} € N(&, X7)

=1

for all (zF) € (co)s(X7).

We know from Lemma 4.1.6 that m(X**) C m(X). Trying to prove that in fact the
equality m(X**) = m(X) holds, will clearly need some effort — it is not possible to obtain
this result as a direct conclusion from the work of Pifieiro and Marchena. Our next
lemma will be the key to proving the desired equality.

65



Lemma 4.2.17 Let (o;) € m(X). Consider the bounded linear operator

o0

P:K(c,X) = £i(X): ) en ®Tn = (o).
P* maps £2(X*) into Z(X, cy). Moreover, P* maps (co)s(X*) into N'(X, cp) and

== Z ae; Q x;
=1
for all (zF) € (co)s(X*).
Proof The linear operator P is clearly bounded, since

m((asz:)) < (@)l e ((2:))-

Hence
P {(X*) = Kleg, X)* 2 I(X, ")

is also bounded. The isometry K (co, X)* = Z(X, ¢t*) is defined by trace duality (cf. [23],
pp 449). Also,

2)), 3 € ® 2a) = (1), (ann)) Zaz

Fix (z}) € £°(X*) and let
Ty X — ey = (anzy () (L k).

For each k € N, T} is bounded and T}, = Zfz=1 onZy @ en. Now

k
> e oe; = TooY e @,

ps=l
Thus
o k
tr(T} o Z @ 1) = Z 0573 (x;)
n=1 a=1
Hence

F: 1, Z Ey, B Ty = Z s (x;) = li{n(Tk, Z ey Q Tnp)
n=1 =1 n=1

for all (z;) € £2(X). This shows that

: k
P*((21)(2) = Im(} | anz;, ® &) (2)

=i
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for all z € X. Using that (o) € co, it is easily seen that (F_ anzi(z)en)r is a Cauchy
sequence in ¢yg. We conclude that

Zanm ®en e Co-

It follows (by Theorem 8 in [10], pp 233) that P*((z})) € Z(X,cp). Since ¢y has the
(metric) approximation property, N (X, ¢o) is isometric to a subspace of Z(X, ¢o) (cf [23],
pp 410). For (z7) € (co)s(X™*), the continuity of P* thus implies that

lim P*((5)(< m)) = P*((a})) € M(X, <o),

since each P*((z})(< n)) = Y &, oz @ e; is in N(X,¢p). The dual operator is also
nuclear (cf. [23], pp 379); thus

(P*((=7)))" e N(€}, X).

Moreover,

(P ((23))"((n), 2) = (), (o = Z%an

for all z € X and all (;) € £*. On the other hand,

Z aze ® x 2 Wnanx

for all z € X and all (v;) € ¢*. Finally we may conclude that

(o)
= g oe; ® ;.
i=1

Theorem 4.2.18 Let X be Banach space. Then

m(X) = m(X™).

Proof = We need only prove that m(X) C m(X**). Let (oy) € m(X). It follows from
Lemma 4.2.17 that

iaief ® zF € N (£, X*)
i=1
for all (z7) € (co)s(X™*). Hence (a;) € m(X**) by Corollary 4.2.16. O
Corollary 4.2.19 Let X be a Banach space. The following are equivalent:
(1) (0i) € m(X)
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(it) 2, azel @ zr € N (8, X*), for all (}) € (co)s(X*)
(iii) (0;) € Ax-

(iv) For every null sequence (z}) in X*, the sequence (o;x}) lies in the range of some
X*-valued measure with bounded variation.

Remark: It is interesting to notice that from our Lemma 4.2.17 it follows that for all
(o) € m(X) and (z}) € (co)s(X*) holds

V(Z aie; ® 7;) = v(P((27))) < [|P*|Imeo((27))

= (sup [l DIIPI = (sup [|x§-‘||)sup{2 |ealllzil| - er((2:)) < 1}

= (sup llz; DIl (e |1
Hence we conclude that

Corollary 4.2.20 The bilinear operator
m(X) x (co)s(X*) = N X*) : ((w), (z7)) Zaie}‘ ® z}
=1

18 continuous.
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Chapter 5

General families of summing
multipliers

5.1 p-Summing multipliers

Extending the notion of absolutely summing multiplier, we now define the notion of
p-summing multiplier as follows:

Definition 5.1.1 Let 1 < p < oo. A scalar sequence (o) is called a p-summing mul-
tiplier for a Banach space X, if > oo, |lanZa||P < oo for all sequences (z,) € £ (X).
Put

mp(X) = {(an) €Ew: Y |lanznllP < 00 ,V(z,) € £,(X)}.

n=1

In the next section (on more general families of summing multipliers) we show that
my(X) C €. Since each (z;) € £,(X) is a norm bounded sequence in X, it is also clear
that &£ C m,(X).

On the vector space m,(X) we define a norm

1/p
[(c)lpp = sup (Zlanl”llwnll”) :

ep((:))<1

which is well defined because for each (o;) € m,(X) this is the operator norm of the
bounded (having closed graph) linear operator

Ta 2 EZ(X) = gg(X) H (xz) > (Ozl.’IIz)

It will follow from the more general case in the next section that the space m,(X) is a
complete normed space with respect to the above operator norm.

We first prove an inclusion relation between the different p-summing multiplier spaces of
a fixed Banach space.
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Theorem 5.1.2 If1 < p < g < 0o then my(X) C my(X). Moreover, if (o) € my(X),
then ||(ci)llgq < [l(c)llp-

Proof Let (o) € my(X). Take any arbitrary (z;) € £9,(X). Then

n l/p n 1/17
(Z lailq”ﬂcillq) = (Z |ai|p|l/\z‘$z‘||p>
=1 3=l

where
Xi = |og|@/P) Y|, || /)1

Nowq>pandq/ =2+ 22 =1=1. We have

P q/(q D)

n 1/p n
(Zlai|ql|$i|lq> = <Z|ailp“)‘ixi“p)
=1 =1
n 1/p
< |l(e)llpp sup (Z/\fl@?i,x*)lp)
=1

1/p

llz=[I<1
s (¢-p)/9 / n p/q] /P
< [l(ai)llpp sup Z(/\f)‘”(q"’)> (Z(I(wuw*ﬂ”)””)
[lz*[|<1 i=1 =1
n /g 7 p (¢—p)/pq
= ll(@)llpp sup | > |<mi,x*>lq> (Z Ai’q“""’))
le*ll<1 \ 3= =1
n (1/p)—(1/9)
= [l(e)llpp € ((z:)(< n)) (Z Iailqilxill")
=1
Dividing both sides by
n (1/p)-(1/q)
<Z laz‘|q”9«”i1|q>
i=1
yields
n 1/q
(Z Iailqllwillq) < [l(0a)llpp €g((:) (< m))
=1
< (ci)llpp€q((zi)) forallneN.
Therefore
(Z Iazlqillelq < [[(ea)llpp €q((2:)) < 0
for all (z;) € £4(X). Thus ( mq(X). The norm inequality for (a;) € m,(X) is also
clear from the last 1nequahty O
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As in Lemma 4.1.6, using a similar argument, one easily verifies that

Lemma 5.1.3 If a Banach space X is topologically isomorphic to a closed subspace of a

Banach space Y, then
mp(Y) € my(X).

Theorem 5.1.4 Let (o;) be a , bounded scalar sequence. Then (a;) € mp(X™*) if and
only if # — X : (B;) — Yoo, Bicuz; is integral for all sequences (z;) € £4(X). Here
1<p<oo,;—1+-(1;=1.

Proof Let (o;) € my(X™). Using K(X, ) = #£(X*), define P : K(X,P) — 2(X*)

by
Zx ® ey = (apxl).

Then P is linear and bounded with

o 1/p
IPQ _zh@el = ll(enz;) (Zl&nl”llxnllp>
< [lan)llpp €n((27)) = [l (en)lpp | Za: ® enl-

Consider P* : £4(X**) — K (X, ¢P)*. Since ¢ has the metric approximation property
P* (X)) = K(X, ) =Z(#, X*) (cf. [23], pp 449)

is bounded . Also,

<P*(($;*)>,Z$;®en> = < ( 7 ®en)>

= ((z3), (

0
= > oz,
n=1
oo

= Zanx (5.1)

Consider ) ° ; 2} ® e, a bounded linear operator from X** into ¢ in the obvious way
(the extension to X™** of the given compact operator on X) and notice that

k 0 k
(Z z, ® en> o (Z e, ® ana:;*> = Z(ajx;(:c;*))j e, € N(P, ), Vk € N.
n=1 n=1

h=1

i




Then by

) k
® (Z z, ® en> = lilgn tr (Z(ajx;(x;*))j & en)
n=1

n=1
oo

= > (@ )e Zan ), (5.2)

n=1

we define a bounded linear functional on K (X, ) with

® <{:j z, ® en>
n=1

From (5.1) and (5.2) we have

| o
%
E T, ey .

n=l

< me((277)) () o

o0
= E e, ® anz, .

Hence ), e} @ anx;’ € Z(#, X*) for all (z}, ) € 03(X™).

In particular P*((z,)) = 3 e, € ® oz, € Z(P, X**) for all (z,) € £4(X). However,
(> oner ® any) ((Bn)) € X for each (B;) € #;ie. (3, €k Q onzn) () C X. Thus

> e ®anzn € I, X), ¥ (z0) € £4(X) (cf [10], pp 233).

Conversely, let (a;) € £ be given. Suppose
P — X (ﬁz) B+ Zﬂzazxz
is integral for all (z;) € {9(X). Define
Q: (X)) > I(, X) = Q((zn)) = D _ €, ® anZn € I(#, X).

Then Q has closed graph. In fact, let (z7) = (z;) € £4(X), and 3, e} ® o;z? — T. Then
T((ﬁz)) = hmn Zz’ Oci,gz‘l'?, and

llzaiﬁixi—zai3ﬂ?ﬂ < (Sup|ai1)2|@'|“$i‘$?“
1/p 1/q
sup o) (zw) (Steatie) 20

)

IN

Since £¢ = (£7)* has the metric approximation property, it follows (cf [23] pp 410) that
N (¢, X) is isometric to a subspace of Z(¢, X). Now

Q(x1,®9 - Bt B0 )5 ) )= Ze}‘ ® oyx;
3=1
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is a nuclear operator for all n € N and (z;) € £4(X). From the continuity of @ (having
closed graph) and the fact that (z1,23...%,,0,0...) = (z;) in the norm of £4(X), it

follows that Q(P2(X)) C N(#,X). Hence Q* : L(X, ) (= N, X)) — B(X*) is
bounded.

Using £ (X*) = L(X,¢P), it follows that

(@"((z7)); (za)) = ((7), @((zr)))
= ((@3), )_ € ® ankn)

= <Z z, @ey, Z €5 @0 Ty,)
n n

- {(psena)- (5502

= tr (Z z; ® anxn) — Z anzy (zn)

= ({0} ), (7n)) Tor all'(z,) € ¢(X).

7]

Hence,
Q*((z7)) = (amay).
Therefore )" |a,|?||lz5|P < oo, V (z}) € ££/(X*). Thus (a,) € my(X*). O

It is clear from the above proof of (5.1.4) that

Theorem 5.1.5 Let (a,) € {*® and 1 < p < 0, ;7+% = 1. The following are equivalent:

(a) (an) € mp(X™).
(b) >, €er ® anxy : P — X is integral for all (z;) € £4(X).
(c) >, € ® antn : &# — X is nuclear for all (z;) € £2(X).

Corollary 5.1.6 Let (ay,) € £*° and 1 < p < oo, %-&-3;- = 1. The following are equivalent:
(a) (0m) € mp(X*).

(b) >, en ® anzy - P — X* is integral for all (x}) € £3(X™).
(c) 3., € ® anx) : P — X* is nuclear for all (z}) € £4(X*).

Lemma 5.1.7 Let (o;) € my(X) and let ]1;—{—% =1,1<p,q < oo. Consider the bounded
linear operator

P:K(%,X) = B(X):) € ®Tn— (anTn).



P* maps 3(X*) into N (X, %) and

= Z e Q@ T}
=1
for all (zF) € £4(X™).

Proof The linear operator P is clearly bounded, since

mp((euz)) < |(ea)llpp &p((22))-

Hence
P* (X" )= K4 X)) 2T X

is also bounded. The isometry K (£, X)* = I(X, £9) is defined by trace duality (cf. [23],
pp 449). Also,

P (x*)),iezmn): (0nn)) Zaz (@),
n=1

for all (z;) € £(X). Fix (z}) € £4(X*) and let
T : X = 002 (anz) () (£ k).

For each k € N, T} is bounded and T}, = Z 1 GnZh ® e,. Now

Za] (BB e = TkOZe Q Ty,

n=l
Thus
o0 k
tr(Ty o Z e Q) = Z ;T3 (x;)
n=1 j=1
Hence

z:))s Ze; B Bng= Zazxf(xz) = li}En(Tk, Ze: ® Tn)
n=1 1=1 n=1

for all (x;) € £8(X). This shows that

P*((1)(@) = (3 ant} ® €x)(2)

n=1
for all x € X, i.e. that

Zanx ® ey)(z) € 4.
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Since £9 has the (metric) approximation property, V(X £%) is isometric to a subspace of
Z(X,¢£9) (cf [23], pp 410). The continuity of P* thus implies that

lim P*((z})(< n)) = P*((27)) € N (X, &),

since each P*((z})(< n)) = Y&, oz} ® e; is in N(X,£9). The dual operator is also
nuclear (cf. [23], pp 379); thus

(P*((7)))" e N(&7, X7).

Moreover,

(P*((z7))" (1), 2) = ((n), (« i) = Z’rnanx

for all z € X and all (;) € 2. On the other hand,

Z ozze ® :IZ Z 'ynanx

for all z € X and all (v;) € ¢P. Hence

e ¢]
= E ae; @ ;.
i=1

Theorem 5.1.8 Let X be a Banach space. Then

mp(X) = my(X*).

Proof By Lemma 5.1.3 we need only prove that m,(X) C m,(X**). Let (o;) € my(X).
It follows from Lemma 5.1.7 that

Zaie’{ Q z; € N, X*)
=1

for all (z}) € £2(X™*). Hence (a;) € m,(X**) by Corollary 5.1.6. O

5.2 (A, Y)-summing multipliers

Throughout this section we assume that the scalar sequence spaces A and ¥ are normal
BK spaces with the AK property.

Definition 5.2.1 Let A and ¥ be BK -spaces with AK. A scalar sequence (&) is said
to be a (A, X)-summing multiplier for a Banach space E if (§;z;) € Z5(E) for all (z;) €
Ay (E).
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Put
maz(E) = {(&) € w: (&) € 5s(E) , V (2:) € Au(E)}
= {(&) ew: (ll&mill) €T, V (z:) € Au(E)}-
To see that ms s(E) C £, consider arbitrary (c;) € ma =(E) and let
Tn : Au(E) = E5(E) == (m:) = (izi) (S n).
Each T, has closed graph, hence is a bounded linear operator. And
me(Ta((2:)))) = l(Jeslllz:])(< n)lle < [I(eslllz:[D]=

for all n. The set {7,, : n = 1,2,...} is thus pointwise bounded, hence also uniformly
bounded. There exists M > 0 such that

T2 (Tn((2:)))) < Mea((2:))
for all n. In particular, for any z € E such that ||z|| = 1 we have
|ai| = H(O7 ¢ ¥ & 707 Ia’tl|lx|l70,0’ e )”}: < M

for all ¢ = 1,2,.... Since the sequences in A,(F) are norm bounded in E, it is easy to
see that ¥ C my s(E).

On the vector space m »(E) we define a norm by

1E)llas = sup{ms((&z:)) : eal(z:)) < 1}
= sup{[|([[&=:[Dlls : eal(z:)) < 1}

Theorem 5.2.2 (my x(E), || - ||a,s) is a complete normed space.

Proof Let ((m;)i)m be a Cauchy sequence in my »(F). Then for every € > 0 there
is an N > 0 such that for all (z;) in the unit ball of A, (F) and all m,n > N

| ([[(em,i — eng)zil)ills < e (5.3)
So for every i = 1,2,... we have
|ami — anil <€ (Vm,n > N). (5.4)

From (5.4) we see that for each fixed 4, (a1, gy, . ..) is a Cauchy sequence of numbers.
It converges since R and C are complete. Say am; — a; as m — co. We show that
(c:) € my s(E) and (ams); — (i) as m — co. From (5.3), we have for all e, ((z;)) < 1,
all m,n > N and all natural numbers k that

| (lom,s = ol l|z:]]) (< k) ||z < e
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Letting n — oo, we obtain for m > N
l(lom,i — aslllzill)i(< F)llz < e
Now let £k — oo, then for m > N

[(lem,i — aaflz:l)lls < € (55)

for all (z;) in the unit ball of A, (E). This shows that (am;— ;) € mpy s(E). Since ()
belongs to the vector space my 5(E), it follows that

(Oli) = (am,i) -+ (Oéi = am,i) € mA,g(E).

Furthermore it follows from (5.5) that (am;) — (o) if m — oco. Since ((m)i)m Was an
arbitrary Cauchy sequence in my 5(F), this proves the completeness of mp 5 (E). O

The proof of the following generalisation of Theorem 5.1.4 will not be discussed in full
detail (since it is similar to the proof of Theorem 5.1.4.), but for the sake of completeness
we choose to present an outline of the proof in this general context.

Theorem 5.2.3 Let (a;) be a bounded scalar sequence. Let A be a reflexive BK -space
with AK. Then (a;) € maa(X*) if and only if A — X : (B;) = Doy Bicuiz; is integral
for all sequences (z;) € AY(X).

Proof Let (a;) € maa(X™). Then (|asl||zf|]) € A for all (z}) € Ay (X™*). Define
P:K(X,A) > A(X*): P (Zx; ®en) = (025 ),
n=1
using the isometry K (X,A) = A.(X*) (cf. Chapter 0). Then P is linear and bounded

with
A (P (Z T, ® €n>) = ma((anzy)) < ll(@)llan || Dz @enl|.

Consider P* : AJ(X*) — K(X,A)* =Z(A, X**). P* is bounded and as before (refer to
the proof of Theorem 5.1.4) we have by trace duality that

P () =) e ® anzy € (A, X™)

for all (z*) € AX(X*). In particular

P*((.’L'n)) = Ze; & anx, € I(A,X**)

for all (z,) € AX(X). However, (3. e ® anz,) (A) C X for all (z,) € AX(X). Thus

Ze; Q anZn € Z(A, X), V (z,) € AJ(X).
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Conversely, suppose A — X : (8;) — >_. B;euw; is integral for all (z;) € AY(X) and let

Q: AXNX) 2 I(A,X) = Q(zn) = ) _ €} ® angn € I(A, X).

As before (proof of Theorem 5.1.4) @ is continuous. Since A* has the metric approxima-
tion property (it has a Schauder basis!), it follows that A (A, X) is isometric to a subspace
of Z(A, X) (cf [23], pp 410). Now Q((z1,Z2,...2n,0,0...)) = > ", ef ® a;z; is a nuclear
operator for all n € N. Because of the AK property of AX, (z;) = lim,(z;)(< n) in the
norm topology of AX(X). Thus Q(AX(X)) C M(A, X). Hence

Q:AXX) 5 N(AX) () = ) €h ® ann
is continuous, so that also
Q" : L(X,A) — Ay(X™)

is bounded. Using the trace duality and the fact that A, (X*) = L(X,A) (cf. Chapter
0), we have

(anzy,) = Q7((27)) € As(X7)
for all (z}) € Ay(X™). Thus (0;) € mpa(X¥).

O

We need only use the unit ball of the closed subspace A.(E) of A, (FE) to define the norm
on my x(F), as is explained in the following

Lemma 5.2.4 Let (&) € mpx(E). Then
[1(€)lla,z = sup{ms((§::)) : (z:) € Ac(E), ea((x:)) < 1}
Proof Fore >0, let (z;) € Ay(E) such that e5((z;)) <1 and

(@) llas < [[(eslllz: Dz + €/2.

Using the AK property of X, let ng € N such that ||(Ja|||z:|])(> no + 1)||g < €/2. Tt
follows that

Maallaz < Nealllz:ll)(< mo)ll= + ¢
< sup{[|(Jealllyal)lls = (3:) € Ae(B), en((w:)) <1} + e

g

In general the BK-space my =(FE) may not have the AK property. The last part of this
section is devoted to an attempt to find some conditions on E and the relevant sequence
spaces that will ensure that my x(E) has AK. Let us denote the unit balls in A (F)
and (Z,(E))* = £ (E*) by B} and B, respectively. The unit ball in my s(E) will be
denoted by B x. j
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Theorem 5.2.5 my s(F) has the AK-property if and only if the set
A= {({zi,a:) : (=), (a:)) € Bf x By}

is o(mps(E)*, mps(E)) relatively compact.

Proof  First we show that A C my 5(E)*. Let () € max(E) and ((z;,a;)) € A.
Then

Zai(xi,ai) = Z(aimiaai> = [{(euzi), (@)

< we((az;))mex ((a;)) < o0.

Since (o;) € my s(E) was arbitrary chosen, it follows that A C my 5 (E)*.
Next we show that A° = By s . Let (o;) € A°. For any (z;) € B we have

me((eizi)) = sup  [((cuzi), (@:))]

mgx ((a:))<1
o0
sup Z Q; <$z‘, a;)
T x ((a:))<1 i=1

<1

This holds for all (z,) € B{. Thus ||(e;)|lax < 1. Hence A° C By 5.
On the other hand, if (o;) € Bas and ({z;,a;)) € A, then

> oufzoad| = N, (@)

s ((ouz;))mex ((a;)) < 1.

IN

Thus it follows that B,y C A°.

Assume that A is weak™ compact (in the K6the duality). Since A°isa d(mp =(E), ma s(E)>)
neighbourhood of the origin (where § denotes the topology of uniform convergence on the
weak® compact sets), the equality A° = B, » implies that the norm topology is weaker
than the d-topology on my =(E). By a result of G. Bennett (cf. [30], Theorem 2.1, pp
188) the normal sequence space my »(E) has AK with respect to this -topology. Hence
mp5(F) has AK with respect to its (weaker) norm topology. In particular, this shows
that mA,Z(E)* = mAvg(E)x.

Conversely, let my z(E) have the AK property. Then my »(E)* = myx(E)*. Since
A° = Bpy, we have 4 C Bjy, which implies that A is equicontinuous. Thus A is
o(max(E)*, mpx(E)) relatively compact. O
Consider the bilinear mapping

P B/C\ X ng — mA,g(E)X i ((IL‘,), (CI,Z)) —> (<$1a1>)
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On Bj and Bk« consider the restrictions of the o(A.(E), A.(E)*) and o (X} (E*), Es(E))
topologies, respectively and on my 5(F)* consider the o(my s(E)*, max=(F)) topology.
We show that @ is separately continuous. Let (2%); — (z;); in B§ weakly. For fixed
(a;) € B« and (\;) € my s(E) we have

Z Az <$f, ai> = Z(Q’Jf, )\iai>.

By a result in [20] (refer to Chapter 0), (\a;) € A.(E)*. This follows from

[ee)

Z(yz‘, i)

—i}

for all (y;) € Ay (E) —recall that (A;y;) € X5(F) and (a;) € 7 (E*) in this case. Therefore

> Ml ai) = (&), (a) > ((@2), (a) = D (e M),

2

oo o0

= E!(yi,)\iaiﬂ = Z [(Aii, ai)| < o0

=1 i=1

Since this holds for all (\;) € my s(E), we have that

s
8((27), (a1) = ({27, @) = (s, a:)) = @((2s), (a))
in my 5 (E)* with the weak * topology. Therefore ® is continuous in the first component.

Similarly, let (af); = (a;); in Bi«. For all (\;) € my =(E) we have
D dilenad) = ((z), (@) 2 ((N), (a2))
= Z(/\iwi,ai>-

Thus it follows that

®((2:), () = ({3, 08)) = (@1, 1)) = B((w:), (a4))

in the weak * topology. Therefore ® is continuous in the second component.

The separately continuous ® (w.r.t. the topologies mentioned before) maps compact sets
of the form K; x K, with both K; and K, compact, onto compact sets. If A (F) is
reflexive, then the unit ball B{ is weakly compact. The set B*Z" is weak * compact. So

A = ®(B§ x Bi) is weak * compact. Thus from Theorem 5.2.5 it is clear that
Theorem 5.2.6 my s(E) has AK if one of the following holds:

a) A(F) is reflezive.

b) The dual pair (mp s(E), mpx=(E)*) is barrelled.
If both A and E are reflexive Banach spaces, then we know that AS(E) = L(A, E) is

reflexive if and only if L(A, E) = K (A, E) (refer to Chapter 0). Let B, denote the unit
ball in AX(E). It follows that:
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Lemma 5.2.7 Let A be a reflerive BK space with AK. The set B, is weakly compact
<> AX(FE) is reflezive <= AY(E) = A (E) and E is reflexive.

Thus we conclude that:

Theorem 5.2.8 If E and the BK space A (with AK ), are both reflexive Banach spaces
such that L(A, E) = K(A, E), then mpx 5(E) has the AK property.

For 1 < p,q < oo such that - + ¢ = 1, it follows from Theorem 3.0.1 that

L(, E) = K(&%, E) <= [,(B) =t{(E) < £,(E) C (co)s(E).

Corollary 5.2.9 Let 1 < p < 0o and suppose % + % = 1. If E s reflezive and ¢4 (E) C
(co)s(E), then my,,(E) has the AK property for all1 < r < oo.
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